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Abstract. The active flux scheme is a finite volume scheme with additional point values dis-4
tributed along the cell boundary. It is third order accurate and does not require a Riemann solver:5
the initial value problem at the particular points is solved instead. The intercell flux is then obtained6
from the evolved values along the cell boundary by quadrature. This paper focuses on the conceptual7
extension of active flux to include source terms, and thus for simplicity assumes the homogeneous8
part of the equations linear. To a large part the treatment of the source terms is independent of the9
choice of the homogeneous part of the system. Additionally, only systems are considered which admit10
characteristics (instead of characteristic cones). This is the case for scalar equations in any number11
of spatial dimensions and systems in one spatial dimension. Here, we succeed to extend the active12
flux method to include (possibly nonlinear) source terms while maintaining third order accuracy of13
the method. This requires a novel (approximate) operator for the evolution of point values and a14
modified update procedure of the cell average. For linear acoustics with gravity, it is shown how to15
achieve a well-balanced / stationarity preserving numerical method.16
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1. Introduction. Numerous phenomena of the physical world are modeled by20

hyperbolic balance laws (conservation laws augmented by source terms). This includes21

gas dynamics, the motion of water waves, plasma physics and even general relativity.22

Often physical modeling requires to include source terms, and conservation is modified23

due to creation or annihilation of some of the evolved quantities. Chemical reactions,24

for example, change the number density of a species and produce or absorb heat (i.e.25

internal energy). Gravity accelerates matter downwards and creates momentum. In26

the shallow water model describing the motion of a free water surface the bottom27

topography enters the equations through a source term. Rewriting the hydrodynamic28

equations in a different coordinate system (e.g. in polar coordinates) makes geometric29

source terms appear. All these applications require reliable numerical methods which30

are able to deal with source terms.31

Reliable numerical methods for hyperbolic conservation laws with source terms32

first need to perform well in the homogeneous case. This means for example that33

they need to cope with discontinuities / weak solutions and with phenomena arising34

in multiple spatial dimensions, such as involutions and non-trivial stationary states.35

This requirement has led [ER13, FR15] to suggest active flux, an extension of the finite36

volume method. Additionally to the cell average, this scheme evolves point values37

located at the cell boundary. The update of the point values is achieved by using38

an evolution operator that includes multi-dimensional information. The presence of39

the point values along the cell boundary then allows to compute the intercell flux40
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via quadrature. It has been shown in [BHKR19] that this scheme is stationarity41

preserving and vorticity preserving for linear acoustics without any fix. It is third42

order accurate. Extensions to nonlinear systems have been recently suggested e.g. in43

[Fan17, HKS19, Bar19a]. Active flux therefore seems to be promising for resolving44

many of the structure preservation problems that currently available methods are45

facing (an overview of existing methods for balance laws is given below).46

In view of the many applications that involve source terms, this paper therefore47

aims at deriving the necessary modifications for active flux to be applicable to balance48

laws while retaining its third order accuracy. Including the source term requires a49

number of modifications. The homogeneous part of the equations therefore is for50

simplicity assumed to be a linear hyperbolic system for which characteristics are51

available. This is the case for scalar equations in any number of spatial dimensions52

and for systems in one spatial dimension. For multi-dimensional systems, the concept53

of characteristics needs to be replaced by characteristics cones. In the homogeneous54

case, active flux has been used for this situation as well ([ER13, BHKR19]), but an55

extension to inhomogeneous systems in multi-d, and to nonlinear systems remains56

subject of future work. To a large part, the strategies presented in this paper will,57

however, remain valid when the homogeneous part of the equations is nonlinear as58

well, and even for nonlinear multi-dimensional systems.59

As soon as a source term is added to a hyperbolic system, new stationary states60

arise which often are of particular interest. The stationarity is due to the flux di-61

vergence being equal to the source term. Many areas of application of balance laws62

involve studies of dynamics on top of such an equilibrium (e.g. astrophysics, meteorol-63

ogy, tsunami modeling, . . . ). This requires the numerical method to be very accurate64

on the stationary states in order to avoid spurious, artificial perturbations. Therefore65

the error of a numerical solution representing one of those stationary states should66

not increase with time, thus allowing the simulation to run for a long time.67

Numerical methods which achieve this are called well-balanced, introduced in68

[GL96]. They make sure that the discretization of the flux divergence and the dis-69

cretization of the source term match, and that the numerical method keeps the de-70

sired stationary state exactly stationary for any resolution of the grid. The concept71

of well-balanced methods has been extensively used in the context of shallow water72

equations with non-flat bottom topography (e.g. [ABB+04, BV94, LeV98] and refer-73

ences therein). Here, the balance is the so-called lake-at-rest solution, which amounts74

to an algebraic condition and can thus be given explicitly.75

Another area in which well-balanced methods have high relevance is the simula-76

tion of hydrodynamic processes using compressible Euler equations with gravitational77

source term. The so-called hydrostatic state (stationary state with no velocity) is de-78

scribed by one PDE for two unknown functions. There are many hydrostatic states,79

depending on the additional thermodynamical relation that one chooses in order to80

close this PDE. The fact that the stationary state is itself given by a differential81

equation that cannot be integrated makes well-balancing much more delicate in this82

context. There are two different ways which are currently used to construct well-83

balanced methods for the Euler equations with gravity. The first and more traditional84

way is to restrict the class of hydrostatic solutions which are balanced exactly or to85

choose a particular, but arbitrary hydrostatic state (e.g. [CL94, LGB11, DZBK16,86

CK15, BCK16, CCK+18, BCKR19, BCK19]). This is advantageous in all those ap-87

plications where the stationary state is known, and the evolution of perturbations88

around it shall be studied. If no information on the stationary state can be as-89

sumed, then the only way to proceed is to make sure that the stationary states of the90
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numerical method are fulfilling some discretization of the corresponding PDE (e.g.91

[DZBK14, KM16, BKCK20]).92

For linear numerical methods a theory of such stationarity preserving methods93

was given in [Bar19b], with a particular emphasis on this latter, more complicated,94

situation of the stationary states given by PDEs, and not by algebraic relations. It95

turns out that many standard numerical methods add diffusion even to those states96

that should remain stationary. The set of states that are actually kept stationary by97

such methods is very small (e.g. uniform constants). Stationarity preserving methods98

do not apply diffusion to certain discrete data. These data are described by a discrete99

version of the PDE governing the stationary states. Stationarity preserving methods100

thus keep stationary a much larger set of initial data. Independently of how these101

discrete equations actually look like, it is their existence that makes a qualitative102

difference. In a non-stationarity-preserving method, initial data sampled from an103

analytic stationary state will decay due to the diffusion and become unrecognizable104

in the end. In a stationarity preserving method, these initial data will evolve towards105

one of the many discrete stationary states approximating the steady PDE, and will106

remain there forever (up to machine precision). The long-time numerical solution will107

then indeed approximate the analytic stationary state. For more details, see [Bar19b].108

In this paper we understand the concept of well-balancing in this sense of stationarity109

preservation.110

In this paper, after extending the active flux scheme to include source terms, we111

construct a well-balanced active flux method for the equations of acoustics with grav-112

ity. The hydrostatic solutions of acoustics with gravity are comparable to those of the113

compressible Euler equations with gravity, since they are given via the same under-114

determined differential equation. We show that the active flux scheme endowed with115

an exact evolution operator is intrinsically well-balanced in this way. In practice, an116

approximate evolution operator needs to be used. Hence we introduce a modification117

of the approximate evolution operator which makes the scheme well-balanced even118

upon usage of an approximate evolution operator.119

The paper is organized as follows: After the active flux scheme for homogeneous120

problems is introduced in section 2, the modifications necessary for including source121

terms are discussed. Section 3 discusses the evolution operators necessary for the122

update of the point values. Section 4 is devoted to the modifications in the update123

of the average. Here, the focus lies on linear systems of equations with possibly124

nonlinear source terms in one spatial dimension and on linear advection in multiple125

spatial dimensions. Section 5 discusses well-balancing of active flux for linear acoustics126

with gravity. Section 6 finally demonstrates numerically that the new method attains127

third order accuracy with linear and nonlinear source terms, can be used to compute128

Riemann problems, and displays well-balanced behavior for stationary states.129

This work can be seen in the larger context of the quest for structure preserving130

numerical methods, of which well-balanced methods form an example. Extending131

these results to nonlinear hyperbolic equations with source terms and thus combining132

the structure preserving properties of active flux remains subject of future work.133

However, the procedures suggested in this paper are formulated with as little reference134

to the linearity of the equations as possible.135
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Fig. 1. The degrees of freedom used for active flux. Stars indicate the location of point val-
ues, and the cross (placed in the center symbolically) refers to the cell average. Left: One spatial
dimension. Right: Two spatial dimensions.

2. The active flux scheme. Consider the initial value problem for an m ×m136

system of hyperbolic balance laws in d spatial dimensions1137

∂tq +∇ · f(q) = s(q) q : R+
0 × Rd → Rm, f, s : Rm → Rm(2.1)138

q(0,x) := q0(x)(2.2)139140

This section reviews the general idea of the active flux scheme. Some of the details141

then depend on the particular equation that is to be solved. After the general concept142

is outlined, the details that make it applicable to hyperbolic balance laws are discussed143

in sections 3 and 4.144

2.1. Degrees of freedom in the active flux scheme. The active flux scheme145

([ER13, BHKR19], first introduced in [VL77]) is an extension of the finite volume146

scheme. The active flux scheme evolves both the cell average and point values which147

are distributed along the cell boundary. In particular, here the following two choices148

are considered (see Figure 1):149

• In one spatial dimension, there is a point value qi+ 1
2

located at each cell150

interface xi+ 1
2
. Thus every cell has access to one cell average q̄i and two151

point values at its interfaces.152

• On Cartesian grids in two spatial dimensions, there is a point value qi+ 1
2 ,j

,153

qi,j+ 1
2

at each edge midpoint and one at each node qi+ 1
2 ,j+

1
2
. Every cell has154

access to one cell average q̄ij and 8 point values distributed along the cell155

interface.156

Note that the point values at cell interfaces are shared by the adjacent cells. Thus,157

in one spatial dimension, on average there are 2 degrees of freedom per cell: 1 cell158

average and 2 interface values shared each by 2 cells. In two spatial dimensions in159

the setup as described above there are 4 degrees of freedom per cell: 1 cell average, 4160

edge values, each shared by two cells and 4 node values each shared by 4 cells.161

Note also that active flux does not use a staggered grid. The degrees of freedom162

at the cell boundaries are not averages over staggered volumes, but point values. This163

also explains why there is no notion of a conservative update for these, because this164

concept only applies to averages. The update of the cell average in the active flux165

method is, of course, conservative (see below).166

2.2. Update of the cell average. As the active flux scheme is an extension of167

the finite volume scheme, given a numerical flux, the update of the average happens in168

1In this paper, indices never denote derivatives. Boldface symbols denote vectors that have the
same dimension as the space.
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the same way as for finite volume schemes. In this section, this finite volume aspect of169

active flux is described in an arbitrary number of spatial dimensions. The numerical170

flux, however, is obtained very differently in the active flux scheme ([ER13, FR15]).171

This is then described in detail in section 4.172

Consider the computational domain to be subdivided into polygonal computa-173

tional cells. Upon integration of (2.1) over one time step [tn, tn + ∆t] and over174

one computational cell C one obtains an evolution equation for the cell average175

q̄C := 1
|C|
∫
C dx q(t,x):176

q̄n+1
C − q̄nC

∆t
+

1

|C|
1

∆t

tn+∆t∫
tn

dt

∫
∂C

dσ n · f(q(t,x)) =177

1

∆t

tn+∆t∫
tn

dt
1

|C|

∫
C

dx s(q(t,x))178

179

Here, as usual, the index of the time step is denoted as a superscript and qnC denotes180

the average in cell C at time tn. The boundary ∂C consists of edges e, such that one181

can rewrite182

q̄n+1
C − q̄nC

∆t
+

1

|C|
1

∆t

tn+∆t∫
tn

dt
∑
e⊂∂C

∫
e

dσ ne · f(q(t,x)) =183

1

∆t

tn+∆t∫
tn

dt
1

|C|

∫
C

dx s(q(t,x))184

185

The vector ne is the outward unit normal of edge e. This expression, so far exact,186

becomes a finite volume scheme upon replacing the exact normal flux and source187

averages by suitable approximations f̂e and ŝC :188

q̄n+1
C − q̄nC

∆t
+

1

|C|
∑
e⊂∂C

|e|f̂e = ŝC(2.3)189

190

with191

f̂e '
1

∆t

tn+∆t∫
tn

dt
1

|e|

∫
e

dσ ne · f(q(t,x))(2.4)192

ŝC '
1

∆t

tn+∆t∫
tn

dt
1

|C|

∫
C

dx s(q(t,x))(2.5)193

194

Usual finite volume schemes introduce a (piecewise continuous) reconstruction195

of the averages, and obtain the numerical flux by an exact or approximate short-196

time evolution of this reconstruction. For example, introducing a piecewise constant197

function whose averages match the given cell averages, and solving the Riemann198

problems at the cell interfaces allows to compute a numerical flux.199

The active flux scheme does not need this. Indeed, the point values along the200

boundary can be used to immediately approximate (2.4)–(2.5) by quadrature. The201
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desired properties (most importantly the desired order of accuracy) of the resulting202

scheme dictate the number of point values along each edge and also the points in time203

at which these point values need to be available.204

The source term also contributes to the update of the cell average. The quadrature205

necessary to approximate the source term average (2.5) to sufficient order in space206

and time is suggested in this paper for the first time and discussed in section 4.207

2.3. Update of the point values. The cell average update, and in particular208

the computation of the intercell fluxes, requires accurate point values at the cell209

boundary to be available.210

First consider the case where the source term vanishes: s = 0. For third order of211

accuracy, the integrals in (2.4) need to be approximated by Simpson’s rule. For the212

integration in space this can easily be achieved using the available point values at each213

cell interface as described in section 2.1. For the integration in time all point values214

need to be available at tn, tn + ∆t
2 and tn + ∆t. Altogether this yields a space-time215

Simpson rule.216

In order to obtain sufficiently accurate time evolved point values, in [VL77] it has217

been suggested to reconstruct the data and to use an exact evolution operator. An218

exact evolution operator generally is unavailable for nonlinear problems, and there-219

fore in [Fan17, HKS19, Bar19a] approximate evolution operators have been proposed.220

Even for linear systems of hyperbolic balance laws it is generally very difficult to ob-221

tain closed-form exact evolution operators, as is shown in section 3.2. Therefore the222

point values in the active flux scheme shall be evolved using a sufficiently high order223

approximate evolution operator applied to a reconstruction of the discrete data. An224

exact evolution operator provides the necessary upwinding in order to guarantee sta-225

bility, and an approximate evolution operator needs to do the same. The approximate226

evolution operator is introduced in section 3.3.227

2.4. Reconstruction. The reconstruction shall interpolate the point values and228

its average over the computational cell shall match the given cell average. In the229

following, to simplify notation, in one spatial dimension a uniform grid is assumed,230

although the reconstruction can immediately be generalized to nonuniform grids. In231

two spatial dimensions, a Cartesian grid is used. As mentioned in section 2.1, in232

one spatial dimension every cell has access to 3 degrees of freedom which makes a233

parabolic reconstruction natural. With the above-mentioned setup it is unique and234

reads ([VL77, FR15])235

qrecon,i(x) = −3(2q̄i − qi− 1
2
− qi+ 1

2
)
(x− xi)2

∆x2
(2.6)236

+ (qi+ 1
2
− qi− 1

2
)
x− xi

∆x
+

6q̄i − qi− 1
2
− qi+ 1

2

4
x ∈ [xi− 1

2
, xi+ 1

2
](2.7)237

238
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In two spatial dimensions as described above, every cell has access to 9 degrees of239

freedom, and there is a unique biparabolic reconstruction, which reads240

qrecon,ij(ξ∆x, η∆y) :=
9

4
q̄ij
(
−1 + 4ξ2

) (
−1 + 4η2

)
− 1

4
qW

(
−1− 4ξ + 12ξ2

) (
−1 + 4η2

)
− 1

4
qE

(
−1 + 4ξ + 12ξ2

) (
−1 + 4η2

)
− 1

4
qS

(
−1 + 4ξ2

) (
−1− 4η + 12η2

)
− 1

4
qN

(
−1 + 4ξ2

) (
−1 + 4η + 12η2

)
+

1

16
qSW(−1 + 2ξ)(−1 + 2η)(−1− 2η + 2ξ(−1 + 6η))

+
1

16
qSE(1 + 2ξ)(−1 + 2η)(1 + 2η + 2ξ(−1 + 6η))

+
1

16
qNW(−1 + 2ξ)(1 + 2η)(1− 2η + 2ξ(1 + 6η))

+
1

16
qNE(1 + 2ξ)(1 + 2η)(−1 + 2η + 2ξ(1 + 6η))

(2.8)241

242

with ξ := x/∆x, η := y/∆y and243

qNE = qi+ 1
2 ,j+

1
2

qNW = qi− 1
2 ,j+

1
2

qSW = qi− 1
2 ,j−

1
2

qSE = qi+ 1
2 ,j−

1
2

(2.9)244

qN = qi,j+ 1
2

qS = qi,j− 1
2

qE = qi+ 1
2 ,j

qW = qi− 1
2 ,j

(2.10)245
246

Note that both reconstructions are globally continuous, but generally not contin-247

uously differentiable at the cell interfaces.248

2.5. Overview of the algorithm. The overall algorithm of active flux is as249

follows:250

1. Given cell averages and point values, compute a reconstruction according to251

section 2.4.252

2. Use the reconstruction as initial data in the update of the point values. The253

choices of evolution operators considered so far are discussed in section 2.3254

and evolution operators in presence of source terms are suggested in section255

3.3 below.256

3. Given the updated point values along the cell interfaces, compute the inter-257

cell fluxes via quadrature (sections 2.2 and 4 for the homogeneous and the258

inhomogeneous cases, respectively).259

4. Update the cell averages via (2.3).260

A CFL-type condition arises in the update of the point values: the domain of261

dependence of the evolution operator needs to be contained in the neighbouring cells.262

Denoting by λmax the maximum speed of propagation, the time step needs to be263

chosen as264

∆t ≤ Lmin

λmax
(2.11)265

266

where Lmin = ∆x in one spatial dimension, and Lmin = 1
2 min(∆x,∆y) in two spatial267

dimensions, when the point values are distributed as described in section 2.1.268
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3. Evolution of the point values in presence of a source term. The269

evolution of the point values needs to account for the source term. Additionally, in270

this paper a special focus shall lie on structure preservation properties of the resulting271

scheme. In the homogeneous case such properties have been observed upon usage of272

an exact evolution operator ([BHKR19]). In presence of a source term, one needs to273

use an approximate evolution operator (section 3.3), but should nevertheless aim at274

making it such that it does not spoil structure preservation (see section 5).275

For certain equations, the inhomogeneous problem admits an exact solution (sec-276

tions 3.1–3.2). This is valuable in order to assess specific properties of the numerical277

method later.278

3.1. Linear advection with a source term in multiple spatial dimen-279

sions. Consider a scalar equation (m = 1) and f(q) = Uq with U ∈ Rd. Then280

∂tq + U · ∇q = s(q)(3.1)281282

amounts to the ODE283

d

dt
q = s(q)(3.2)284

285

along the straight characteristic of velocity U. This ODE can be easily solved ana-286

lytically:287 ∫ q(t,x)

q0(x−Ut)

dp

s(p)
= t(3.3)288

289

E.g. for s(q) = κq this yields ln q(t,x)
q0(x−Ut) = κt, or290

q(t,x) = q0(x−Ut) exp(κt)(3.4)291292

and for s(q) = κqB , B 6= 1293

q(t,x) =
(

(q0(x−Ut))1−B + (1−B)κt
) 1

1−B
(3.5)294

295

3.2. Linear acoustics with gravity in one spatial dimension. This section296

has threefold purpose. First, it introduces the acoustic equations with a gravity297

source term, which form a very useful system for the study of structure preservation298

of numerical methods. This is the set of equations for which a well-balanced method299

is derived in 5. This section also demonstrates the difficulties of finding an exact300

solution to an inhomogeneous system even if it is linear. Finally, the exact solution301

derived here is used later in order to assess the accuracy of the numerical method.302

The equations of linear acoustics in one spatial dimension endowed with a gravity303

source term read:304

∂tρ+ ∂xv = 0(3.6)305

∂tv + ∂xp = ρg g ∈ R(3.7)306

∂tp+ c2∂xv = 0(3.8)307308

The corresponding homogeneous problem (linear acoustics) is the linearization of309

the Euler equations around the background state of constant density ρbg = 1, constant310
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pressure pbg and vanishing velocity. Then the speed of sound c =
√

γpbg

ρbg
is a constant311

(R 3 γ > 1). The full system (3.6)–(3.8) can be understood as a particular kind of a312

linearization of the Euler equations with gravity2313

∂tρ+ ∂x(ρv) = 0(3.9)314

∂t(ρv) + ∂x(ρv2 + p) = ρg(3.10)315

∂te+ ∂x(v(e+ p)) = 0(3.11)316

e =
p

γ − 1
+

1

2
ρv2 − ρgx(3.12)317

318

The static (stationary and v = 0) states of (3.9)–(3.11) are governed by ∂xp = ρg.319

This equation can only be solved if e.g. ρ is given as a function of x, or if another320

relation is provided between any two of the variables p, ρ, e. This multitude of possible321

stationary states is reflected in the linearization (3.6)–(3.8). (This is the reason for322

this particular choice of a linearization.) Observe that stationary states of (3.6)–323

(3.8) also are governed by ∂xp = ρg and that p can only be computed if ρ is given324

as a function of x, or if an additional relation is provided that links ρ and p. This325

is an example of a so-called non-trivial stationary state as introduced in [Bar19b].326

Examples of stationarity preserving schemes for (3.6)–(3.8) have been discussed in327

[Bar18].328

The exact solution of (3.6)–(3.8) is studied in the Appendix A. This solution is329

not part of the suggested method but only serves auxiliary purposes, such as accuracy330

checks. However it illustrates the difficulties encountered when solving linear systems331

with sources. To the authors’ knowledge the exact solution to (3.6)–(3.8) is not332

available in the literature so far.333

3.3. Runge-Kutta method for linear systems with a source. Consider an334

m×m linear system in characteristic variables:335

(∂t + λ`∂x)Q` = S`(Q1, . . . , Qm) ` = 1, . . . ,m(3.13)336337

From now on, the capital letter Q denotes the characteristic variables of this particular338

system, whereas q continues to denote a generic variable.339

Recall the following theorem from [Bar19a]:340

Theorem 3.1. Assume a hyperbolic CFL condition ∆x/∆t → const as ∆t → 0.341

If the approximate evolution Qapprox(t, x) approximates the exact solution Q(t, x) for342

fixed x at least as343

Qapprox(t, x) = Q(t, x) +O(t3)(3.14)344345

and the quadrature rules used to approximate (2.4)–(2.5) yield the exact value up to346

an error of O(∆tα∆xβ), α + β ≥ 3 then active flux formally achieves third order347

accuracy.348

Note that the simple approach of evolving each component of the source term349

along its associated characteristic350

Q`(t, x) ' Q`,0(x− λ`t) + tS`(Q1,0(x− λ`t), . . . , Qm,0(x− λ`t)) ` = 1, . . . ,m
(3.15)

351352

2Note that often the energy equation is written with a source term ρgv appearing. This source
term is unnecessary, as it can be removed by redefining the notion of total energy. When the
total energy includes the potential energy −ρgx due to gravity, the conservation form of the energy
equation is restored. The source term in the momentum equation remains.
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10 W. BARSUKOW, J. P. BERBERICH, AND C. KLINGENBERG

Fig. 2. Illustration of the intermediate solutions and the involved characteristics for the first
step in the Runge-Kutta scheme.

fails to be accurate enough (the error is O(t2) instead of O(t3)).353

Recall the second order Runge-Kutta method for the ordinary differential equation354

q̇(t) = s(t, q(t)) q : R+
0 → R(3.16)355356

357

q(1)(αt) = q(0) + αts(0, q(0))(3.17)358

q(t) = q(0) + t

(
1− 1

2α

)
s(0, q(0)) + t

1

2α
s(αt, q(1)(αt)) +O(t3)(3.18)359

360

for any α ∈ (0, 1). In particular choosing α = 1
2 (midpoint method) involves a361

predictor value at half time step. This can be taken as inspiration for constructing a362

sufficiently accurate approximate evolution operator:363

Theorem 3.2 (RK2 evolution operator). Choose (see Figure 2)364

ξ`k := x− λ`t(1− α)− λkαt(3.19)365

Q∗k` := Qk,0(ξ`k) + αtSk(Q1,0(ξ`k), . . . , Qm,0(ξ`k)) k, ` = 1, . . . ,m(3.20)366367

and368

Q
(1)
` (t, x) := Q`,0(x− λ`t) +

(
1− 1

2α

)
S`(Q1,0(x− λ`t), . . . , Qm,0(x− λ`t))t

(3.21)

369

+
t

2α
S`

(
Q∗1`, . . . , Q

∗
m`

)
` = 1, . . . ,m(3.22)370

371

Then, for all α ∈ (0, 1)372

Q
(1)
` (t, x) = Q`(t, x) +O(t3) ` = 1, . . . ,m(3.23)373374

Note that Q∗`j approximates Q`(αt, x− λjt(1− α)).375
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Proof. By explicitly computing the first three terms of the Taylor series in t one376

confirms the statement. The exact solution is377

Q`(t, x) = Q`,0(x) + t∂tQ`

∣∣∣
t=0

+
t2

2
∂2
tQ`

∣∣∣
t=0

+O(t3)(3.24)378

= Q`,0(x) + t(S`,0 − λ`∂xQ`,0)(3.25)379

+
t2

2

(∑
k

∂S`
∂Qk

(
Sk,0 − (λk + λ`)∂xQk,0

)
+ λ2

`∂
2
xQ`,0)

)
+O(t3)(3.26)380

381

where S`,0 denotes382

S`,0 := S`(Q1,0(x), . . . , Qm,0(x))(3.27)383384

and ∂S`
∂Qk

also is evaluated at x. Note that it has been used that ∂xλ` = 0 (i.e. that the385

homogeneous system is linear), but the source S can be any differentiable function of386

Q.387

Expand now (3.22) (` = 1, . . . ,m):388

∂tQ
∗
k`

∣∣∣
t=0

= −(λ`(1− α) + λkα)∂xQk,0 + αSk,0(3.28)389

∂tQ
(1)
` (t, x) = −λ`∂xQ`,0(x− λ`t)(3.29)390

+

(
1− 1

2α

)(
t
∑
k

∂S`
∂Qk

∂xQk,0(x− λ`t)(−λ`)(3.30)391

+ S`(Q1,0(x− λ`t), . . . , Qm,0(x− λ`t))
)

(3.31)392

+
1

2α

(
t
∑
k

∂S`
∂Qk

∂tQ
∗
k` + S`

(
Q∗1`, . . . , Q

∗
m`

))
(3.32)393

t=0
= −λ`∂xQ`,0 + S`,0(3.33)394

∂2
tQ

(1)
` (t, x)

∣∣∣
t=0

= λ2
`∂

2
xQ`,0 +

(
1− 1

2α

)(
2
∑
k

∂S`
∂Qk

∂xQk,0(−λ`)

)
(3.34)395

+
1

2α

(
2
∑
k

∂S`
∂Qk

∂tQ
∗
k`

∣∣∣
t=0

)
(3.35)396

= λ2
`∂

2
xQ`,0 −

∑
k

∂S`
∂Qk

(
∂xQk,0 (λ` + λk)− Sk,0

)
(3.36)397

398

Obviously the two Taylor series agree up to terms O(t3), which proves the statement.399

Corollary 3.3 (Midpoint method). If α = 1
2 , then for `, k = 1, . . .m400

ξ`,j := x− (λ` + λj)
t

2
(3.37)401

Q∗k` := Qk,0(ξ`k) +
t

2
Sk(Q1,0(ξk`), . . . , Qm,0(ξk`))(3.38)402

Q
(1)
` (t, x) := Q`,0(x− λ`t) + tS`

(
Q∗1`, . . . , Q

∗
m`

)
(3.39)403

404
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12 W. BARSUKOW, J. P. BERBERICH, AND C. KLINGENBERG

Corollary 3.4 (RK2 evolution operator for a scalar equation). For a scalar405

equation406

(∂t + λ∂x)Q = S(Q)(3.40)407408

the algorithm reads409

ξ := x− λt(3.41)410411

and412

Q(1)(t, x) := Q0(x− λt) +

(
1− 1

2α

)
S(Q0(x− λt))t(3.42)413

+
t

2α
S
(
Q0(ξ) + αtS(Q0(ξ))

)
(3.43)414

415

For the equations (3.6)–(3.8) of linear acoustics with gravity, λ1 = c = −λ2, λ3 =416

0. The characteristic variables are417

Q1 =
p+ cv

2
Q2 =

p− cv
2

Q3 = − p

c2
+ ρ(3.44)418

419

and the gravity source term then is420

S1 = −S2 =
g

2c
(Q1 +Q2) +

cg

2
Q3 S3 = 0(3.45)421

422

4. Update of the cell average in presence of a source term. The update of423

the cell average needs to include the space-time average of the source term according424

to (2.3) of section 2.2. This space-time average needs to be approximated by a suitable425

quadrature / approximation with sufficient order of accuracy. Active flux has a strong426

focus on providing discrete degrees of freedom along the boundary which allow to427

perform a quadrature along the boundary. However, the evaluation of the source428

term for the update of the cell average involves an averaging over the cell volume. It429

is more difficult to achieve the desired order of accuracy here, as the setup lacks the430

quadrature points that would have been natural for this task. A quadrature formula431

adapted to the geometry of the active flux method is derived here.432

Active flux for equations with a source term is considered in [NR16] for stationary433

problems, and for parabolic problems with slowly varying boundary conditions. In434

these cases there is no need to use high order quadrature in time. Therefore the435

method suggested there cannot be used here.436

4.1. One spatial dimension. The numerical discretization (2.5)437

ŝC '
1

∆t

tn+∆t∫
tn

dt
1

|C|

∫
C

dx s(q(t,x))(4.1)438

439

of the source term in (2.3) requires a space-time quadrature that is exact for parabolic440

functions. The natural candidate would be Simpson’s rule in both space and time (as441

used for the numerical flux), but there are not enough quadrature points for it. For442

example in one spatial dimension, the available information is443
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tn+1 qn+1
i− 1

2

qn+1
i+ 1

2

tn+ 1
2 q

n+ 1
2

i− 1
2

q
n+ 1

2

i+ 1
2

tn qn+1
i− 1

2

q̄ni qn
i+ 1

2

xi− 1
2

xi+ 1
2

444

These are only 7 values (the box emphasizes that one of the values is a cell average,445

whereas the others are point values).446

4.1.1. Linear source term. Consider first a linear source term, i.e. s′′ = 0.447

Such source terms are relevant in practice (e.g. compressible Euler equations with448

gravity), and therefore it is worth dealing with them specifically as they allow for a449

simpler approach. For linear source it is possible to first find a quadrature for q and450

to apply s to the result. In order to find a quadrature formula for q, one needs to451

find a space-time polynomial p(t, x) of at least second degree which interpolates the452

available 7 data. Integrating this polynomial would yield a quadrature formula for q.453

Here we suggest to use454

P(t, x) = (a0 + a1x+ a2t+ a3x
2 + a4xt+ a5t

2) + a6xt
2(4.2)455456

There is a unique set of coefficients a0, . . . , a6 which makes polynomial (4.2) fulfill457

P(tn+1, xi− 1
2
) = qn+1

i− 1
2

P(tn+1, xi+ 1
2
) = qn+1

i+ 1
2

(4.3)458

P(tn+ 1
2 , xi− 1

2
) = q

n+ 1
2

i− 1
2

P(tn+ 1
2 , xi+ 1

2
) = q

n+ 1
2

i+ 1
2

(4.4)459

P(tn, xi− 1
2
) = qni− 1

2

x
i+ 1

2∫
x
i− 1

2

dxP(tn, x) = qni P(tn, xi+ 1
2
) = qni+ 1

2
(4.5)460

461

Inserting this polynomial in (2.5) and integrating it instead of the source yields462

the following quadrature formula:463

1

∆t

∫ ∆t

0

dt
1

∆x

∫ ∆x
2

−∆x
2

dx q(tn + t, xi + x) =

q̄ni +
1

12

(
−5(qni− 1

2
+ qni+ 1

2
) + qn+1

i− 1
2

+ qn+1
i+ 1

2

+ 4(q
n+ 1

2

i− 1
2

+ q
n+ 1

2

i+ 1
2

)
)(4.6)464

465

The weights can be depicted as466

tn+1 1
12

1
12

tn+ 1
2

4
12

4
12

tn − 5
12 1 − 5

12

xi− 1
2

xi+ 1
2

467

Again, the box indicates that the corresponding weight refers to the cell average,468

whereas the others multiply point values.469

The time levels (n, n+ 1
2 , n+ 1) contribute with weights

(
1
6 ,

2
3 ,

1
6

)
, such that this470

quadrature formula is a modification of Simpson’s rule in time. Note that it is not471
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14 W. BARSUKOW, J. P. BERBERICH, AND C. KLINGENBERG

possible to use terms proportional to x3, x2t or t3 instead of the term xt2 in the472

polynomial ansatz, as then the system (4.3)–(4.5) does not admit a solution. In a473

sense this is therefore the only choice of a simple quadrature formula.474

Quadrature formula (4.6) can be used immediately in order to approximate (2.5)475

for linear source terms.476

4.1.2. Nonlinear source term. For nonlinear s, the average477

x
i+ 1

2∫
x
i− 1

2

dx s(q(tn, x))(4.7)478

479

in general is different from480

s


x
i+ 1

2∫
x
i− 1

2

dx q(tn, x)

(4.8)481

482

Point values, however, do not present any difficulties: one can just evaluate s on483

them. Therefore we suggest to consider a reconstruction qrecon,i(x) that interpolates484

qn
i− 1

2

and qn
i+ 1

2

and whose average agrees with q̄ni . It is computed anyway in order485

to update the point values in time, see equation (2.7). This reconstruction can be486

easily evaluated at the midpoint of the cell. Then, instead of the cell averages, one487

works with a seventh point value qrecon,i(0) = 1
4 (6q̄ni − qni− 1

2

− qn
i+ 1

2

). Of course, this is488

equivalent to replacing the average by a Simpson’s rule in the quadrature, and thus489

the order of the quadrature is not reduced. Therefore when using only point values490

(the 6 pointwise degrees of freedom and one value at the cell midpoint) the weights491

of the quadrature formula read492

tn+1 1
12

1
12

tn+ 1
2

4
12

4
12

tn − 3
12

8
12 − 3

12

xi− 1
2

xi+ 1
2

493

Equation (2.5) then is replaced by the quadrature494

ŝi =

s(qn+1

i− 1
2

) + s(qn+1

i+ 1
2

) + 4
(
s(qn+1

i− 1
2

) + s(qn+1

i+ 1
2

)
)
− 3

(
s(qn+1

i− 1
2

) + s(qn+1

i+ 1
2

)
)

+ 8qrecon,i(0)

12
(4.9)495

496

This quadrature can now be used for nonlinear s. As (4.9) uses a Simpson quadrature497

instead of the average, upon usage of a linear source s, it reduces to the expression498

(4.6) because of the quadratic reconstruction.499

If the source term vanishes, the scheme becomes conservative in the sense that500

averages are updated using numerical fluxes.501

4.2. Two spatial dimensions.502

4.2.1. Linear source term. Similarly consider the setup of the active flux503

method on two-dimensional Cartesian grids as described in 2.1. The available de-504
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Fig. 3. Illustration of the weights of the space time quadrature formula (4.15).

grees of freedom are505

3× 4 nodes: qni± 1
2 ,j±

1
2
, q
n+ 1

2

i± 1
2 ,j±

1
2

, qn+1
i± 1

2 ,j±
1
2

(4.10)506

3× 2 vertical edges: qni± 1
2 ,j
, q
n+ 1

2

i± 1
2 ,j
, qn+1
i± 1

2 ,j
(4.11)507

3× 2 horizontal edges: qni,j± 1
2
, q
n+ 1

2

i,j± 1
2

, qn+1
i,j± 1

2

(4.12)508

1 average: q̄nij(4.13)509510

The ansatz for a space-time polynomial is511

P(t, x, y) =

 ∑
ζ+η+ϑ≤4

aζηϑ · xζyηtϑ
+ a212x

2yt2 + a122xy
2t2(4.14)512

513

It admits a unique solution to the interpolation problem given the available de-514

grees of freedom and yields the following quadrature formula (see also figure 3):515

1

∆x

∫ ∆x
2

−∆x
2

dx
1

∆y

∫ ∆y
2

−∆y
2

dy
1

∆t

∫ ∆t

0

dt q(t, x, y) = q̄nij

−20

72
(qnE + qnN + qnS + qnW) +

5

72
(qnNE + qnNW + qnSE + qnSW )

+
16

72

(
q
n+ 1

2

E + q
n+ 1

2

N + q
n+ 1

2

S + q
n+ 1

2

W

)
− 4

72

(
q
n+ 1

2

NE + q
n+ 1

2

NW + q
n+ 1

2

SE + q
n+ 1

2

SW

)
+

4

72

(
qn+1
E + qn+1

N + qn+1
S + qn+1

W

)
− 1

72

(
qn+1
NE + qn+1

NW + qn+1
SE + qn+1

SW

)
(4.15)516

517

The time levels (n, n+ 1
2 , n+1) contribute again with weights ( 1

6 ,
2
3 ,

1
6 ), and the edges518

always contribute −4 times the nodes.519

4.2.2. Nonlinear source term. Again, for nonlinear source instead of the av-520

erage it is necessary to use the evaluation of the reconstruction at the cell midpoint.521
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This amounts to an approximation of the average by a two-dimensional Simpson rule.522

Then the source term is approximating as follows:523

1

∆x

∫ ∆x
2

−∆x
2

dx
1

∆y

∫ ∆y
2

−∆y
2

dy
1

∆t

∫ ∆t

0

dt s(q(t, x, y)) =
32

72
s(qrecon,ij(0, 0))

− 12

72
(s(qnE) + s(qnN) + s(qnS ) + s(qnW))

+
3

72
(s(qnNE) + s(qnNW ) + s(qnSE) + s(qnSW ))

+
16

72

(
s(q

n+ 1
2

E ) + s(q
n+ 1

2

N ) + s(q
n+ 1

2

S ) + s(q
n+ 1

2

W )
)

− 4

72

(
s(q

n+ 1
2

NE ) + s(q
n+ 1

2

NW ) + s(q
n+ 1

2

SE ) + s(q
n+ 1

2

SW )
)

+
4

72

(
s(qn+1

E ) + s(qn+1
N ) + s(qn+1

S ) + s(qn+1
W )

)
− 1

72

(
s(qn+1

NE ) + s(qn+1
NW ) + s(qn+1

SE ) + s(qn+1
SW )

)

(4.16)524

525

In case that the data only depend on one of the variables, the two-dimensional526

quadratures (4.15) and (4.16) do not exactly reduce to the one dimensional quadra-527

tures (4.6) and (4.9). This is because (cf. Figure 3) the point values on edge midpoints528 (
0,±∆y

2

)
do not disappear even if the data depend only on x, and therefore the avail-529

able degrees of freedom remain different from the one-dimensional case.530

5. Well-balanced property for acoustics with gravity.531

5.1. Exact evolution operator. As described in 3.2 a closed-form exact evo-532

lution operator for acoustics with gravity is very difficult to obtain. Nevertheless,533

it is still possible to show that a scheme endowed with such an operator would be534

well-balanced / stationarity preserving; i.e. that there exists a discretization of the535

stationary states of the PDE which remain exactly stationary. This proof does not536

require the evolution operator to be known explicitly, but only relies on the fact that537

it is exact. Besides its fundamental importance, this result is used in section 5.2538

to analyze the situation for the approximate evolution operator and to restore the539

well-balanced property for it.540

The numerical stationary states are best studied upon the (discrete) Fourier trans-541

form. Define tx := exp(ikx∆x), ty := exp(iky∆y). Here i is the imaginary unit and542

k = (kx, ky) ∈ R2 is the wave vector characterizing the spatial frequency of the Fourier543

mode. Applying the Fourier transform introduces one mode q̄ for the averages and544

one mode q for the point values; this implies writing qi := q̄tixt
j
y, qi+ 1

2
:= qtixt

j
y.545

Theorem 5.1 (Stationarity preservation with exact evolution). If the discrete546

data fulfill547

ρ̄i =
ρi+ 1

2
+ ρi− 1

2

2
(5.1)548

pi+ 1
2
− pi− 1

2

∆x
= g

ρi− 1
2

+ ρi+ 1
2

2
(5.2)549

p̄i+ 3
2
− p̄i+ 1

2

∆x
= g

ρi+ 3
2

+ 4ρi+ 1
2

+ ρi− 1
2

6
(5.3)550

551

and the exact evolution operator for (3.6)–(3.8) is used, then the numerical solution552

remains stationary.553
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Proof. The proof consists of two parts.554

i) Consider first the evolution of the point values. When the exact evolution opera-555

tor is used to update the point values, they remain stationary if the reconstruction556

fulfills557

vrecon(x) = const ∂xprecon(x) = ρrecon(x)g(5.4)558559

Upon the Fourier transform this becomes (w.l.o.g. xi = 0)560

−3

(
2p̄− p

(
1 +

1

tx

))
2x

∆x2
+ p

(
1− 1

tx

)
1

∆x
=(5.5)561

−3g

(
2ρ̄− ρ

(
1 +

1

tx

))
x2

∆x2
+ gρ

(
1− 1

tx

)
x

∆x
+ g

6ρ̄− ρ
(

1 + 1
tx

)
4

(5.6)562
563

This shall be valid for all x:564

2ρ̄− ρ(1 + 1/tx) = 0(5.7)565

−2p̄tx + p(tx + 1) =
∆xgρ(tx − 1)

6
(5.8)566

p(tx − 1) = ∆xg
6ρ̄tx − ρ(tx + 1)

4
(5.9)567

568

These are three equations for four variables. In particular569

ρ̄ =
ρ(1 + 1/tx)

2
(5.10)570

p = ∆xgρ
tx + 1

2(tx − 1)
(5.11)571

p̄ = ∆xgρ
t2x + 4tx + 1

6tx(tx − 1)
(5.12)572

573

These statements can be rewritten as finite difference formulae by inverting the574

Fourier transform:575

ρ̄ =
ρi+ 1

2
+ ρi− 1

2

2
(5.13)576

pi+ 1
2
− pi− 1

2

∆x
= g

ρi− 1
2

+ ρi+ 1
2

2
(5.14)577

p̄i+1 − p̄i
∆x

= g
ρi+ 3

2
+ 4ρi+ 1

2
+ ρi− 1

2

6
(5.15)578

579

ii) Assume now (5.10)–(5.12) to be true. Simpson’s rule in time for the flux average580

is trivial, and thus the update of the cell average amounts to581

v̄n+1 − v̄n

∆t
+
p(1− 1/tx)

∆x
=
v̄n+1 − v̄n

∆t
+ gρ

tx + 1

2tx
(5.16)582

=
v̄n+1 − v̄n

∆t
+ gρ̄(5.17)583

584

The quadrature formula (4.6) for the source reduces to gρ̄ if the point values are585

stationary, which implies v̄n+1 = v̄n. This completes the proof.586
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The equations (5.10)–(5.12) contain ρ as a free variable. One can rewrite the587

system making p the free variable:588

ρ̄ =
p(tx − 1)

tx∆xg
ρ =

2p(tx − 1)

∆xg(tx + 1)
p̄ = p

t2x + 4tx + 1

3tx(tx + 1)
(5.18)589

590

This form will be useful later.591

Equations (5.2)–(5.3) are finite difference approximations of ∂xp = ρg. Equation592

(5.1) implies that the reconstructed ρ of the discrete stationary state is linear, which593

is clear: for quadratic reconstructions to fulfill (5.4), ρrecon has to be linear in each594

cell. The slope of the linear function can vary from cell to cell and is given by (5.2).595

5.2. Approximate evolution operator. The above section identifies condi-596

tions (5.1)–(5.3) on the discrete data for them to remain stationary upon usage of the597

exact evolution operator. Unfortunately, such an operator is unavailable in practice.598

Having identified an approximate solution operator, which agrees with the exact so-599

lution up to terms O(t3) in section 3.3, here we study whether it keeps the same data600

(5.1)–(5.3) stationary as well.601

Theorem 5.2. If the discrete data fulfill (5.1)–(5.3) and the approximate evolu-602

tion operator of theorem 3.2 for (3.6)–(3.8) is used, then both the pressure p and the603

density ρ remain stationary over one time step, but the velocity undergoes the time604

evolution605

vi+ 1
2
(t) = −αg

2

4

ρi+ 1
2
− ρi− 1

2

∆x
t3(5.19)606

607

Proof. Assume the initial data to fulfill (5.1)–(5.3), or equivalently (5.4). Using608

(2.7) (and applying the discrete Fourier transform straight away) (5.4) implies609

precon(x) =
1

4

(
6p̄− p

(
1 +

1

tx

))
+

x

∆x

(
1− 1

tx

)
p− 3

x2

∆x2

(
2p̄− p

(
1 +

1

tx

))(5.20)

610

ρrecon(x) =
1

g∆x

(
p

(
1− 1

tx

)
− 6

x

∆x

(
2p̄− p

(
1 +

1

tx

)))(5.21)

611

vrecon(x) = 0
(5.22)

612613

and using (3.44) therefore614

Q1,0(x) = Q2,0(x) = −p(1 + tx)− 6p̄tx
8tx

+
p(tx − 1)x

2∆xtx
+

3(p(1 + tx)− 2p̄tx)x2

2∆x2tx

(5.23)

615

Q3,0(x) =
p(−1 + tx)

∆xgtx
+
p− 6p̄tx + ptx

4c2tx

(5.24)

616

+

(
−∆xgp(tx − 1) + 6c2(p(1 + tx)− 2p̄tx)

)
x

c2∆x2gtx
− 3(p(1 + tx)− 2p̄tx)x2

c2∆x2tx
617
618

Evaluating the Runge-Kutta algorithm of section 3.3 on these initial data (at619
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x = ∆x
2 ) yields620 

ρ

v∗

p

 with v∗ = − αg(tx − 1)2

2∆x2tx(tx + 1)
pt3(5.25)621

622

(α is the parameter appearing in the RK2 method.)623

Recall that ρ and p are the Fourier coefficients of the point values of the density624

and the pressure. Obviously ρ and p remain stationary, but the velocity does not.625

Using (5.18) v∗ can be rewritten as626

v∗ = − αg
2

4∆x

(
1− 1

tx

)
ρt3 = −αg

2

4

ρi+ 1
2
− ρi− 1

2

∆x
t3(5.26)627

628

having applied the inverse Fourier transform in the last step.629

Observe that the time evolution of the velocity is consistent with the accuracy of630

the algorithm (O(t3)).631

Corollary 5.3 (Stationarity preservation with approximate evolution). If the632

algorithm of section 3.3 is modified by adding the term633

αg2

4

ρi+ 1
2
− ρi− 1

2

∆x
t3(5.27)634

635

to the velocity evolution, then636

i) its accuracy is not changed637

ii) it becomes stationarity preserving / well-balanced with the same discrete station-638

ary states as the exact evolution operator639

The two forms (5.25) and (5.19) of v∗ are equivalent, because the initial data640

have been chosen to be stationary, and thus additionally fulfill (5.18). The proposed641

modification is to always add −v∗ to the velocity evolution, irrespective of whether642

the data fulfill (5.18) or not. At this point the Fourier coefficients of ρ and p are643

independent and it matters whether the correction is used in the form (5.25) or (5.19).644

Of course, also the inverse Fourier transform has to be applied to the expression first645

in order for the correction to attain the form of a finite difference formula. Compact646

finite difference formulae are in one-to-one-correspondence with Laurent polynomials647

in tx. An expression such as 1
tx+1 = 1 − tx + t2x ∓ . . . is an expression involving an648

unbounded stencil and cannot be implemented in usual codes. Therefore (5.19) cannot649

be used as a correction because the correction would have a non-compact stencil (just650

as the equivalent expressions involving only ρ̄ or p̄). This is why the form (5.25) which651

involves point values of ρ is preferred.652

Being always present in the velocity evolution (and not only at stationary states),653

the modification (5.27) might in general affect the stability of the algorithm, but it654

has not been found to have any effect on the stability in practice.655

6. Numerical examples. The numerical examples of this section serve to il-656

lustrate the performance of the new method. The equations discussed are linear657

advection with different source terms (in one and two spatial dimensions, as intro-658

duced in section 3.1) and linear acoustics with gravity (introduced in section 3.2). In659

both cases it is demonstrated that the method achieves third order of accuracy in the660

experiments. For acoustics with gravity additionally the discrete stationary states are661

studied and shown to agree with the prediction of section 5.662
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Fig. 4. Gaussian initial data for (6.1) with U = ex, κ = 7. Note that due to the source term,
the Gaussian is advected and also changes shape. Exact evolution operator (3.4) and quadrature
formula (4.6) have been used with CFL = 0.45. Left: Initial data and solution at t = 0.05 (cell
averages) on a grid with 1000 cells. Right: Error of the numerical solution as a function of the grid
size shows third order convergence.

Fig. 5. Gaussian initial data for (6.1) with U = (1, 0.1), κ = 7. Note that due to the source
term, the Gaussian is advected and also changes shape. Exact evolution operator (3.4) and quadra-
ture formula (4.15) have been used with CFL = 0.45. Left: Initial setup. Right: Numerical solution
at t = 0.05 on a 100 × 100 Cartesian grid.

6.1. Linear advection. Consider first663

∂tq + U · ∇q = κq(6.1)664665

with the exact solution given by (3.4). In Figures 4–6 the exact solution operator is666

used for the evolution of the point values and third order convergence is observed. This667

shows that the quadrature formulae (4.6) and (4.15) used to evolve the cell averages668

indeed yield a third order scheme. Figure 4 shows the setup for a one-dimensional669

situation together with a convergence study, Figure 5 shows the setup in two spatial670

dimensions and Figure 6 shows the corresponding convergence study.671

Consider now672

∂tq + U · ∇q = κqB B 6= 1(6.2)673674

with the exact solution (3.5) and κ = 7, B = 3. Figure 7 (left) shows the initial675

data and the numerical solution, and Figure 7 (right) shows a convergence study for676
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Fig. 6. Convergence study for the setup shown in Figure 5. One observes third order accuracy.

Fig. 7. Gaussian initial data for (6.2) with s(q) = κqB and U = ex, κ = 7, B = 3. Runge-
Kutta approximate evolution operator from Corollary 3.4 and quadrature formula (4.9) have been
used with CFL = 0.45. The solution has been computed on a grid covering [−1 : 2], but the error
is only computed inside [0, 1] to exclude any boundary influence. Left: Initial setup and solution
at t = 0.05 (point values) on a grid with 1000 cells. Right: Error of the numerical solution as a
function of the grid size shows third order convergence. The exact solution is given by (3.5).

the approximate evolution operator from Corollary (3.4). One observes third order677

accuracy, as expected.678

6.2. Acoustics with gravity. Consider now the equations of linear acoustics679

with a gravity source term (3.6)–(3.8). The exact solution operator is only partly680

available in closed form, and therefore the approximate Runge-Kutta evolution op-681

erator of section 3.3 is used in combination with the well-balancing fix (5.27). The682

parameter α in the Runge-Kutta method is chosen to α = 1
2 .683

Figure 8 shows a stationary setup given by684

p = A1x
2 +A2x+A3 ρ = 2A1x/g +A2/g v = 0(6.3)685686

with A1 = 17, A2 = −3, A3 = 1. This parabola is exactly recovered by the reconstruc-687

tion, and thus remains stationary up to machine precision. This experiment shows688

that the well-balancing fix works as it should.689
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Fig. 8. Setup of a stationary parabola (6.3) for (3.6)–(3.8), solved using the Runge-Kutta
approximate evolution operator of section 3.3 with and without well-balancing (5.27). Here g = −1,
and the setup is solved on a grid covering [−1.5, 2.5], but the error is only measured inside [0, 1]
(∆x = 10−2) to exclude the influence of the boundaries. Left: Setup. Right: Error of numerical
solution as a function of time. Thin lines: without the well-balancing (5.27). Thick lines: including
the well-balancing (5.27). In the latter case one only observes an evolution due to machine error.

Fig. 9. Stationary setup (6.4) for (3.6)–(3.8), solved using the Runge-Kutta approximate evo-
lution operator of section 3.3 with well-balancing (5.27). Here g = −1, and the setup is solved on a
grid covering [−5.5, 5.5], but the error is only measured inside [−4, 4] (∆x = 10−3) to exclude the
influence of the boundaries. Left: Setup (cell averages). Right: Error of numerical solution as a
function of time. One observes a transition towards a numerical stationary state which then persists
forever.

Consider next (Figure 9) the stationary setup fulfilling p = Kργ , i.e.690

ρ =

(
g(γ − 1)

Kγ
x+ ργ−1

0

) 1
γ−1

(6.4)691
692

with K = 1, γ = 1.4, ρ0 = 100. This is reminiscent of an isentropic atmosphere693

in the context of the Euler equations. This setup is not recovered exactly by the694

reconstruction, but one observes a numerical evolution towards a discrete stationary695

state which then persists forever.696

Next, a perturbation697

200 exp(−100x2)(6.5)698699
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Fig. 10. Setup (6.4) endowed with the pressure perturbation (6.5) solved using the Runge-
Kutta approximate evolution operator of section 3.3 with well-balancing (5.27). Left: Initial data
(cell averages). Right: Numerical solution (cell averages) at t = 0.5 on a grid covering [−5.5, 5.5],
but only the subinterval [−4, 4] is considered in order to exclude the influence of the boundaries.
∆x = 0.01, CFL = 0.45.

Fig. 11. Setup of Figure 10. The error of the numerical solution is measured on the point
values. One observes third order accuracy.

in the pressure is added onto the setup (6.4). In order to study the accuracy of the700

scheme on this setup, it is solved on a grid of 131072 = 218 cells and the solution is701

used as reference. Again, g = −1,K = 1, γ = 1.4. Figure 10 shows the setup and702

the numerical solution at t = 0.5, and Figure 11 shows a convergence study which703

displays third order convergence.704

Consider finally a Riemann problem:705

ρ = 3.5 p = 1.5 v =

{
1 0.25 ≤ x ≤ 0.75

3 else
(6.6)706

707

This Riemann problem can be solved exactly using the formula (A.18)–(A.22). Note708

that if all quantities are constant in space, then they solve709

∂tρ = 0(6.7)710

∂tp = 0(6.8)711

∂tv = ρg(6.9)712713
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Fig. 12. Riemann problem setup (6.6) solved using the Runge-Kutta approximate evolution
operator of section 3.3 with well-balancing (5.27). Here, g = −10. Left: Initial data. Right:
Numerical solution (dots) and exact solution (solid line) at t = 0.1. ∆x = 0.01, CFL = 0.45. Point
values of the numerical solution are shown are shown.

which means that ρ and p remain stationary, but that v = v(t = 0)+ρgt. The solution714

to the initial data (6.6) therefore can be obtained by adding the time evolution of715 
0

v0(x)

0

 (via numerical quadrature of (A.18)–(A.22)) and the time evolution of716


ρ

0

p

 which is just


ρ

ρgt

p

. Figure 12 shows the numerical and the exact solution.717

7. Conclusions and outlook. Active flux is a novel kind of numerical method718

for hyperbolic problems, extending the finite volume method. Instead of computing719

the intercell flux via a Riemann problem it relies on a continuous reconstruction and on720

accurately evolved point values along the cell boundary. They then immediately serve721

as quadrature values for the computation of the intercell flux. The extension of active722

flux to time dependent balance laws presented in this paper requires a modification723

in both these aspects: the evolution of the point values and the average update724

need to account for the source term. Here, an approximate evolution operator is725

suggested for the point value update; this is done for linear systems with possibly726

nonlinear source terms in one spatial dimension, and linear scalar equations with727

source terms in multiple spatial dimensions. A suitable quadrature is suggested in728

order to approximate the contribution of the source term to the cell average. This729

quadrature can be applied to any system of (nonlinear) balance laws.730

We aim at combining the strategy presented in this paper with an approximate731

evolution operator for a nonlinear homogeneous problem (such as those suggested732

in [Bar19a]) in future. Multi-dimensional systems of hyperbolic conservation laws733

are very different from their one-dimensional counterparts because in general char-734

acteristics are unavailable and need to be conceptually replaced by characteristic735

cones. Examples of evolution operators that make use of such cones can be found in736

[ER13, FR15, Fan17, BHKR19]. Combining these with an approximate evolution of737
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the source term shall pave the way towards the extension of active flux to nonlinear738

multi-dimensional balance laws and the derivation of accurate structure preserving739

(in particular well-balanced) methods for them.740

Appendix A. Exact solution of linear acoustics with gravity.741

System (3.6)–(3.8) can in principle be immediately solved exactly via Fourier742

transform by inserting the ansatz743 
ρ

v

p

 =


ρ̂

v̂

p̂

 exp(ik · x− iωt)(A.1)744

745

into (3.6)–(3.8):746

ω


ρ̂

v̂

p̂

 =


0 k 0

ig 0 k

0 c2k 0




ρ̂

v̂

p̂

(A.2)747

748

Therefore ω = 0, or ω = ±
√
c2k2 + igk. The complex eigenvalue can be removed749

upon transforming750

ρ = ρ̃eµx v = ṽeµx p = p̃eµx(A.3)751752

with753

µ :=
g

2c2
(A.4)754

755

System (3.6)–(3.8) then reads756

∂tρ̃+ ∂xṽ = −µṽ(A.5)757

∂tṽ + ∂xp̃ = ρ̃g − µp̃(A.6)758

∂tp̃+ c2∂xṽ = −c2µṽ(A.7)759760

Now, a solution of (A.5)–(A.7) shall be found. For better readability, drop the tilde.761

Upon the Fourier transform (A.5)–(A.7) becomes762

ω


ρ̂

v̂

p̂

 = E


ρ̂

v̂

p̂

 E =


0 k − iµ 0

ig 0 k − iµ

0 c2k − ic2µ 0

(A.8)763

764

The eigenvalues of E are now real: ω1 = 0, ω2,3 = ±c
√
k2 + µ2. Although this765

transformation brings the endeavour of finding the exact solution to (3.6)–(3.8) into766

the realm of the possible, technical difficulties prevent one from actually computing767

all Green’s functions in closed form.768

Assume therefore that the only non-vanishing initial data are in the velocity.769

Then the Fourier mode at initial time reads770 
0

v̂

0

 exp(ikx)(A.9)771

772
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and at a later time it becomes773

3∑
m=1

vm exp(ikx− iωmt)(A.10)774

775

where the decomposition of


0

v̂

0

 in the eigenbasis of E is used, i.e.776


0

v̂

0

 =

3∑
m=1

vm Evm = ωmvm(A.11)777

778

Such a basis is given e.g. by779

e1 =


µ+ ik

0

g

 e2,3 =


µ+ ik

±ic
√
k2 + µ2

c2(µ+ ik)

(A.12)780

781

Collecting the terms yields the time evolution of the Fourier mode (A.9):782

v̂ exp(ikx)


−

(µ+ ik) sin
(
ct
√
k2 + µ2

)
c
√
k2 + µ2

cos
(
ct
√
k2 + µ2

)
−
c2(µ+ ik) sin

(
ct
√
k2 + µ2

)
c
√
k2 + µ2


(A.13)783

= v̂


−(µ+ ∂x)

∂t

−c2(µ+ ∂x)

 exp(ikx)
sin
(
ct
√
k2 + µ2

)
c
√
k2 + µ2

(A.14)784

785

Green’s function is obtained by inserting the Fourier transform of a Dirac δx′ at786

x′, i.e. taking v̂ = exp(−ikx′)√
2π

and performing the inverse Fourier transform with the787

help of formula 1.7 (30) in [Bat54]. This yields, wherever defined,788 
Gρ(t, x;x′)

Gv(t, x;x′)

Gp(t, x;x′)

 =


−(µ+ ∂x)

∂t

−c2(µ+ ∂x)

 1

2c
J0

(
µ
√

(ct)2 − (x− x′)2
)

(A.15)789

+


−δx+ct − δx−ct

2c
δx+ct + δx−ct

2

c (δx+ct − δx−ct)

(A.16)790

791
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where J0 is the 0-th order Bessel function of the first kind, and J ′0 = −J1. Then the792

solution is obtained by performing a convolution with the initial data. Reinstalling793

the tilde one has794

ṽ(t, x) =

∫
dx′Gv(t, x;x′)ṽ0(x′)(A.17)795

v(t, x) =

∫
dx′Gv(t, x;x′)eµ(x−x′)v0(x′)(A.18)796

=
1

2

∫
dx′ eµ(x−x′)∂ctJ0

(
µ
√

(ct)2 − (x− x′)2
)
v0(x′)(A.19)797

+
1

2

(
e−µctv0(x+ ct) + eµctv0(x− ct)

)
(A.20)798

ρ(t, x) = − 1

2c

∫
dx′ eµ(x−x′) (µ+ ∂x) J0

(
µ
√

(ct)2 − (x− x′)2
)
v0(x′)(A.21)799

− 1

2c

(
e−µctv0(x+ ct)− eµctv0(x− ct)

)
(A.22)800

801

and analogously for p. However, it is easier to note that802

∂t(c
2ρ− p) = 0(A.23)803804

such that805

p(t, x) = p0(x) + c2
(
ρ(t, x)− ρ0(x)

)
(A.24)806

807
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[BKCK20] Jonas P Berberich, Roger Käppeli, Praveen Chandrashekar, and Christian Klingenberg.836
High order discretely well-balanced finite volume methods for Euler equations with837

This manuscript is for review purposes only.



28 W. BARSUKOW, J. P. BERBERICH, AND C. KLINGENBERG

gravity – without any a priori information about the hydrostatic solution. arXiv838
preprint arXiv:2005.01811, 2020.839

[BV94] Alfredo Bermudez and Ma Elena Vázquez. Upwind methods for hyperbolic conservation840
laws with source terms. Computers & Fluids, 23(8):1049–1071, 1994.841

[CCK+18] Alina Chertock, Shumo Cui, Alexander Kurganov, Şeyma Nur Özcan, and Eitan Tad-842
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