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Abstract
Stellar structure can – in good approximation – be described as a hydrostatic state,
which which arises due to a balance between gravitational force and pressure gra-
dient. Hydrostatic states are static solutions of the full compressible Euler system
with gravitational source term, which can be used to model the stellar interior. In
order to carry out simulations of dynamical processes occurring in stars, it is vital for
the numerical method to accurately maintain the hydrostatic state over a long time
period. In this thesis we present different methods to modify astrophysical finite
volume codes in order to make them well-balanced, preventing them from introduc-
ing significant discretization errors close to hydrostatic states. Our well-balanced
modifications are constructed so that they can meet the requirements for methods
applied in the astrophysical context: They can well-balance arbitrary hydrostatic
states with any equation of state that is applied to model thermodynamical relations
and they are simple to implement in existing astrophysical finite volume codes. One
of our well-balanced modifications follows given solutions exactly and can be applied
on any grid geometry. The other methods we introduce, which do no require any a
priori knowledge, balance local high order approximations of arbitrary hydrostatic
states on a Cartesian grid. All of our modifications allow for high order accuracy of
the method. The improved accuracy close to hydrostatic states is verified in various
numerical experiments.
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Zusammenfassung
Die Struktur von Sternen kann in guter Näherung als hydrostatischer Zustand
beschrieben werden, der durch ein Gleichgewicht zwischen Gravitationskraft und
Druckgradient gegeben ist. Hydrostatische Zustände sind statische Lösungen der
vollständigen komprimierbaren Euler-Gleichungen mit Gravitationsquellenterm, die
zur Modellierung des Sterninneren verwendet werden können. Um Simulationen
dynamischer Prozesse in Sternen durchführen zu können, ist es wichtig, dass die
verwendete numerische Methode den hydrostatischen Zustand über einen langen
Zeitraum genau aufrechterhalten kann. In dieser Arbeit stellen wir verschiedene Me-
thoden vor, um astrophysikalische Finite-Volumen-Codes so zu modifizieren, dass
sie die well-balancing-Eigenschaft erhalten, d.h., dass sie keine signifikanten Diskre-
tisierungsfehler nahe hydrostatischer Zustände verursachen. Unsere well-balancing-
Modifikationen sind so konstruiert, dass sie die Anforderungen für Methoden er-
füllen, die im astrophysikalischen Kontext angewendet werden: Sie können beliebi-
ge hydrostatische Zustände mit jeder Zustandsgleichung, die zur Modellierung der
thermodynamischen Beziehungen angewendet wird, balancieren und sind einfach in
vorhandene astrophysikalische Finite-Volumen-Codes zu implementieren. Eine un-
serer well-balancing Modifikationen erhält bekannte Lösungen exakt und kann auf
jede Gittergeometrie angewendet werden. Die anderen Methoden, für die keine A-
priori-Kenntnisse erforderlich sind, balancieren lokale Approximationen beliebiger
hydrostatischer Zustände mit hoher Fehlerordnung auf einem kartesischen Gitter.
Alle unsere Modifikationen erlauben eine hohe Fehlerordnung der Methode. Die
verbesserte Genauigkeit nahe an hydrostatischen Zuständen wird in verschiedenen
numerischen Experimenten verifiziert.



iii

Acknowledgements
This thesis is the result of about ten years of studying Maths and Physics at
Würzburg University. I can happily say that I enjoyed all of this time as a time
of academic learning, personal development, and great experiences. Many different
people played important roles in that progress: First of all, I want to thank my
advisor Prof. Dr. Christian Klingenberg for leading and supporting me in the last
years and, jointly with Prof. Dr. Friedrich Röpke, for granting me the chance to go
for a PhD.1 In this whole time I also received continuous support from Prof. Praveen
Chandrashekar.

I thank all my dear colleagues for the great discussions and experiences, including
Roger, Jens, Markus, Marlies, Wasilij, Simon, Claudius, Farah, Jayesh, Andrea,
Marc, and Sandra from the math-side such as Philipp, Sebastian, Alejandro, Kai,
Aron, Leo, Flo, Robert, Hans, and Giovanni from the astrophysics-side.

I am grateful for all the personal support from my parents, my brothers (espe-
cially Lukas, who was also a colleague), and my wonderful wife and daughters.

Many people supported me on my way and I thank all of them, whether or
whether not I mentioned them explicitly above.

1I formally acknowledge the financial support by the University of Würzburg and the Klaus
Tschira foundation.



iv



Contents

1 Introduction 1

2 Compressible Euler Equations with Gravity Source Term 5
2.1 One-Dimensional Scalar Conservation Laws . . . . . . . . . . . . . . 5

2.1.1 Weak Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 One-Dimensional Systems of Hyperbolic Conservation Laws . . . . . 9

2.2.1 The Riemann Problem for One-Dimensional Systems of Con-
servation Laws . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2.2 Entropy Conditions . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Homogeneous Compressible Euler Equations . . . . . . . . . . . . . . 13

2.3.1 Equations of State . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2 Variables, Eigenstructure, and Entropy . . . . . . . . . . . . . 15

2.4 Compressible Euler Equations with Gravitational Source Term . . . . 16
2.4.1 Hydrostatic Solutions . . . . . . . . . . . . . . . . . . . . . . . 16

3 Finite Volume Methods for One-Dimensional Systems of Hyper-
bolic Balance Laws 19
3.1 Godunov’s Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Finite Volume Formulation of Godunov’s Method . . . . . . . . . . . 22
3.3 Numerical Flux Functions . . . . . . . . . . . . . . . . . . . . . . . . 23

3.3.1 Central Flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.2 Lax–Friedrichs and Rusanov Flux . . . . . . . . . . . . . . . . 26
3.3.3 Roe’s Approximate Riemann Solver . . . . . . . . . . . . . . . 26

3.4 Higher Order Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4.1 Polynomial Reconstruction . . . . . . . . . . . . . . . . . . . . 30
3.4.2 Limited Reconstruction . . . . . . . . . . . . . . . . . . . . . . 31
3.4.3 Reconstruction Variables . . . . . . . . . . . . . . . . . . . . . 34

3.5 Quadrature Rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.6 Source Terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.7 Runge–Kutta Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.7.1 Explicit Runge–Kutta Methods . . . . . . . . . . . . . . . . . 39
3.8 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4 Well-Balanced Finite Volume Methods in One Spatial Dimension 43
4.1 Equilibrium Preserving Reconstruction . . . . . . . . . . . . . . . . . 46

4.1.1 The Basic Idea of an Equilibrium Preserving Reconstruction . 46
4.1.2 Hydrostatic Reconstruction for Euler Equations with Gravity . 50

v



vi Contents

4.2 The α-β Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.1 Description of the α-β Method . . . . . . . . . . . . . . . . . 50
4.2.2 Properties of the α-β Method . . . . . . . . . . . . . . . . . . 52

4.3 The Deviation Method . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.1 Description of the Deviation Method . . . . . . . . . . . . . . 55
4.3.2 Properties of the Deviation Method . . . . . . . . . . . . . . . 56

4.4 The Discretely Well-Balanced Method . . . . . . . . . . . . . . . . . 59
4.4.1 Description of the Discretely Well-Balanced Method . . . . . . 59
4.4.2 Properties of the Discretely Well-Balanced Method . . . . . . 64

4.5 The Local Approximation Method . . . . . . . . . . . . . . . . . . . . 69
4.5.1 Description of the Local Approximation Method . . . . . . . . 69
4.5.2 Properties of the Local Approximation Method . . . . . . . . 70

4.6 Numerical Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.6.1 Isothermal Hydrostatic State . . . . . . . . . . . . . . . . . . . 71
4.6.2 Polytropic Hydrostatic State . . . . . . . . . . . . . . . . . . . 72
4.6.3 Isothermal Hydrostatic State with Perturbation . . . . . . . . 81
4.6.4 Riemann Problem on an Isothermal Hydrostatic State . . . . . 81
4.6.5 Ideal Gas with Radiation Pressure: Polytropic Hydrostatic State 95
4.6.6 Ideal Gas with Radiation Pressure: Polytropic Hydrostatic

State with Perturbation . . . . . . . . . . . . . . . . . . . . . 96

5 Finite Volume Methods for Multi-Dimensional Hyperbolic Sys-
tems 109
5.1 Multi-Dimensional Hyperbolic Balance Laws . . . . . . . . . . . . . . 109

5.1.1 Two-Dimensional Compressible Euler Equations with Gravi-
tational Source Term . . . . . . . . . . . . . . . . . . . . . . . 110

5.1.2 Hydrostatic Solutions . . . . . . . . . . . . . . . . . . . . . . . 111
5.2 About Two-Dimensional Runge–Kutta Finite Volume Methods . . . . 112
5.3 Grids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.3.1 Curvilinear Grids . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.3.2 Examples of Curvilinear Grids . . . . . . . . . . . . . . . . . . 117

5.4 Numerical Fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.5 Multi-Dimensional Quadrature . . . . . . . . . . . . . . . . . . . . . . 119
5.6 Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

5.6.1 Linear Reconstruction . . . . . . . . . . . . . . . . . . . . . . 120
5.6.2 Parabolic Reconstruction . . . . . . . . . . . . . . . . . . . . . 120

5.7 Source Terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.8 A High Order Two-Dimensional Runge–Kutta Finite Volume Method 123
5.9 A Runge–Kutta Finite Volume Method on a Curvilinear Grid . . . . 124
5.10 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6 Multi-Dimensional Well-Balanced Finite Volume Methods 129
6.1 The α-β Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.1.1 Description of the Two-Dimensional α-β Method . . . . . . . . 130
6.1.2 Properties of the α-β Method . . . . . . . . . . . . . . . . . . 131

6.2 The Deviation Method . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.2.1 Description of the Two-Dimensional Deviation Method . . . . 134



Contents vii

6.2.2 Properties of the Deviation Method . . . . . . . . . . . . . . . 134
6.3 The Local Approximation Method . . . . . . . . . . . . . . . . . . . . 137

6.3.1 Description of the Local Approximation Method . . . . . . . . 137
6.3.2 Properties of the Local Approximation Method . . . . . . . . 139

6.4 Numerical Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.4.1 Two-Dimensional Polytrope . . . . . . . . . . . . . . . . . . . 140
6.4.2 Radial Rayleigh–Taylor Instabilities . . . . . . . . . . . . . . . 146
6.4.3 Keplerian Disk . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.4.4 Two-Dimensional Euler Wave in a Gravitational Field . . . . . 149
6.4.5 Double Gresho Vortex . . . . . . . . . . . . . . . . . . . . . . 153
6.4.6 Testing the Deviation Method on Ideal Magnetohydrodynam-

ics Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.4.7 Convection in a Stellar Shell . . . . . . . . . . . . . . . . . . . 158

7 Conclusions and Outlook 163

A Details on Some Test Setups 165
A.1 Test Shown in Figure 3.3 . . . . . . . . . . . . . . . . . . . . . . . . . 165
A.2 Test Shown in Figure 3.4 . . . . . . . . . . . . . . . . . . . . . . . . . 165
A.3 Test Shown in Figure 5.1 . . . . . . . . . . . . . . . . . . . . . . . . . 166

B Some Second Order Accurate Products and Conversions 167
B.1 Products . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
B.2 Conversions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

Bibliography 171



viii Contents



Chapter 1

Introduction

Hyperbolic partial differential equations Partial differential equations (PDEs)
and systems of PDEs are used to model static and dynamical systems in various fields
such as science (especially physics), economics, and finance. Their solutions describe
the behavior of the system depending on boundary and/or initial conditions. Theory
about PDEs is hence a modern area of mathematics which is strongly inspired by
real world applications and often has immediate relevance for science and industry.

Time dependent conservative systems in which information is transported with
finite velocity1 are commonly described using hyperbolic equations and systems.
Examples are the description of sound waves, advective processes, and traffic flows.
Source terms can be added to the system to model the effect of external forces such
as given fields of attractive or repulsive forces or other non-conservative effects.

Compressible Euler equations The compressible Euler system is a hyperbolic
system that is used to model the density, velocity, and pressure of inviscid compress-
ible fluids. It was introduced by Leonhard Euler in 1757 [59] and is thus amongst
the first known system of PDEs that has been written down.2 Even though the
system has been known for a long time, it is still an active area of research in both
theoretical and numerical analysis. Recent results regard for example the uniqueness
of the system’s solutions [1].

Inviscid fluid dynamics are relevant in industrial applications to model fluid flows
around or through turbines, wind parks, airfoils, vehicles, and various other objects.
In atmospheric physics and astrophysics a gravitational source term is added to the
compressible Euler equations so that the atmospheric or stellar structure can be
modeled. More physical effects can be coupled to the system via additional source
terms or equations or via applying a specific equation of state (EoS) which is used
to close the under-determined system.

Numerical methods While mathematical theory helps to provide a fundamental
understanding of different aspects such as a solution’s existence, uniqueness, or

1Physically speaking, the transport of information is always restricted to a finite velocity. How-
ever, from the modeling perspective this restriction is neglected in many cases.

2The compressible full Euler system, which we consider in this thesis, was introduced later,
though.
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2 1. Introduction

structure, it can in most cases not provide formulae or analytical tools to actually
construct solutions of PDEs for general initial or boundary conditions. For this
purpose, numerical methods are developed as instruments to approximate solutions
using computers and computing centers. PDEs, which are formulated using partial
derivatives of the solution itself, describe continua, whereas computers can only store
a finite amount of information and can only conduct a finite number of computations
in a given time. Consequently, the problem has to be discretized in some way.

Finite difference approaches are based on discretizing the partial derivative op-
erators such that their evaluation only requires point values of the solution. These
point values are then evolved in time. Finite element and smooth particle methods
discretize the matter which is described and evolve these elements in time based
on the forces acting on and between them. Finite volume (FV) and Discontinuous
Galerkin (DG) methods discretize space into control volumes and approximate the
fluxes of different quantities between them according to the Gauß theorem.3 These
methods are a common choice for the approximation of solutions of hyperbolic sys-
tems, since they are by construction conservative and allow for discontinuous solu-
tions thus mirroring two fundamental properties of solutions of hyperbolic systems.
The error with which a consistent numerical method approximates solutions of a
system of PDEs can be controlled by refining the discretization. However, in the
case of long-term simulations in which the system is close to a stationary state, this
might not be sufficient and there is the requirement for numerical methods that are
free of a discretization error for certain stationary solutions. Structurally interesting
and relevant static states can arise in the presence of a source term in particular.

Numerical methods for Euler equations in stellar astrophysical applica-
tions In long phases of stellar evolution, the most basic stellar structure can be
approximately described as a hydrostatic state, i.e., a static state in which the pres-
sure gradient balances the gravitational force [38]. Dynamical processes such as shell
or core convection can then be regarded as – potentially relatively small – deviations
from the hydrostatic state. Therefore, numerical methods which are used to simulate
processes in the stellar interior are required to have a well-balanced property, which
means that they are capable of maintaining the hydrostatic state over a long time
period. This is especially relevant if slow processes, such as convection at low Mach
numbers, are simulated. The time-scale necessary to simulate in order to resolve the
dynamics of the flow can become arbitrarily large when the Mach number declines.

Various well-balanced finite volume methods have been developed for compress-
ible Euler equations with gravity source term over the last decades (e.g., [34, 101,
104, 41, 72, 167, 17, 43, 69] and references therein). The majority of them, however,
has been constructed to balance certain classes of hydrostatic solutions under the
assumption of an ideal gas EoS. For astrophysical simulations, this does not suffice
in many cases: The thermodynamical conditions in a star are more extreme than the
ones on the earth’s surface. This leads to pressure from radiation due to high temper-
atures, quantum effects due to extreme pressure, and also to relativistic effects due to

3For modern arbitrary Lagrangian Eulerian methods based on moving meshes that follow the
flow, one could also argue that to some extent this resembles a discretization of matter rather than
space.
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high microscopic velocities. These effects enter the model via the EoS. An example
of an EoS including all of these effects is the Helmholtz EoS (e.g., [160]). Numerically
solving this EoS is computationally expensive. Therefore, the thermodynamical re-
lations are often interpolated from a table instead [161]. The hydrostatic profiles,
which the simulations are based on, can be obtained in the form of discrete data
from a traditionally one-dimensional stellar evolution code and mapped to the multi-
dimensional mesh. Well-balanced methods that meet these requirements of stellar
astrophysical hydrodynamics simulations have been developed in [92, 94, 15, 78]. In
the course of the PhD project presented in this thesis, we developed the Deviation
method [14] as an extension to the second order α-β method based on a priori knowl-
edge of the hydrostatic state. The α-β method was introduced in the master thesis
[11] and published in [13, 15]. The new method allows for arbitrarily high order ac-
curacy and it can not only balance hydrostatic states but also non-static stationary
states (i.e., stationary states with non-vanishing velocity) and even time-dependent
solutions provided they are known a priori. Furthermore, the Deviation method can
be applied to exactly represent static, non-static stationary, and time-dependent
solutions of any hyperbolic system. In the author’s understanding while writing
this thesis, the Deviation method is the most general well-balanced finite volume
method existing for hyperbolic systems assuming a priori knowledge of the balanced
solution. As another type of well-balanced method satisfying the above-mentioned
requirements we developed the Discretely Well-Balanced and Local Approximation
method [12] as high order extension to the discretely well-balanced methods intro-
duced in [92, 94, 78]. The methods [92, 94, 78] are constructed to balance certain
classes of hydrostatic states and they balance a second order approximation of the
hydrostatic state if the hydrostatic state is not in these classes. The Discretely Well-
Balanced method balances a high order approximation to any arbitrary hydrostatic
state without restriction. Since it suffers from an increased stencil, the stencil has
been localized in the Local Approximation method.

All well-balanced methods introduced in this thesis can be added as modifications
to existing finite volume codes with minimal effort. Furthermore, they are flexible in
the sense that they can be combined with various numerical flux functions and ODE
(ordinary differential equation) solvers for the time evolution. This allow for example
the combination with numerical flux functions that are particularly suited for the
simulation of low Mach number flows [112, 159, 140, 111, 127, 8, 12] (especially in
the combination with an implicit ODE solver), lead to a faithful treatment of the
discrete kinetic energy evolution [89, 40, 137, 138, 12], or provably dissipate entropy
[142, 40, 137, 138, 12]. A numerical flux function with all of the three aforementioned
properties has been developed in the course of this PhD project and published in
[12]. It is, however, not discussed in this thesis.

Structure of the thesis The rest of this thesis is structured as follows. In Chap-
ter 2 we discuss some basic theoretical aspects of one-dimensional hyperbolic con-
servation laws, balance laws, and systems. The compressible Euler equations are
introduced and hydrostatic solutions are described. One-dimensional Runge–Kutta
finite volume methods are discussed in Chapter 3 starting with the original Go-
dunov method and improving it to a general high order method in the course of the
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chapter. In Chapter 4 we introduce our well-balanced methods. First, the concept
of hydrostatic reconstruction is discussed. The α-β method is recapitulated and
the Deviation method is introduced. Thereafter, the Discretely Well-Balanced and
Local Approximation methods are presented. The four well-balanced methods are
numerically compared to each other and to a non well-balanced standard method
in Section 4.6 to conclude Chapter 4. After discussing the two-dimensional Euler
system the RK-FV method is extended to two spatial dimensions in Chapter 5 and
the corresponding extensions of our well-balanced methods are shown in Chapter 6.
Finally, we summarize and conclude the thesis in Chapter 7.



Chapter 2

Compressible Euler Equations with
Gravity Source Term

2.1 One-Dimensional Scalar Conservation Laws
A one-dimensional scalar conservation law can be written in the form

∂tq(x, t) + ∂xf(q(x, t)) = 0 (2.1)

for the conserved variable q : R × R+
0 → R and the differentiable flux function

f ∈ C2(R,R).1 In the following discussion we only consider convex scalar conserva-
tion laws, which means that we assume the flux f to be a convex (f ′′(q) ≥ 0) or
concave (f ′′(q) ≤ 0) function. For a discussion about the non-convex case the reader
is referred to [103]. Equations of this type are relevant for modeling dynamical pro-
cesses, in which scalar quantities are transported with finite speed. The most basic
example is the one-dimensional advection equation, which is given by Eq. (2.1) with
the flux function fadvection(q) = cq, where c ∈ R is a constant. This equation describes
the transport of q with the constant velocity c. For initial conditions q(x, 0) = q0(x)
it is easy to show that the solution at any time t ≥ 0 is given by q0(x− ct), i.e., the
solution is constant on the characteristic {(x, t) ∈ R × R+

0 : x = x0 + ct} for each
x0 ∈ R. This is visualized in Fig. 2.1.

The inviscid Burgers’ equation is a simple example for a nonlinear scalar hyper-
bolic balance law. It is defined by the flux function fBurgers(q) = q2/2 in Eq. (2.1).
The characteristics for the inviscid Burgers’ equation get evident when they are
rewritten in the quasi-linear form

∂tq(x, t) + f ′(q)∂xq(x, t) = 0 (2.2)

of a scalar conservation law, which is

∂tq(x, t) + q(x, t)∂xq(x, t) = 0 (2.3)
1Depending on the problem which is modeled, the spatial and temporal domain can be reduced

to only a subset of R or R+
0 respectively. In that case also boundary conditions have to be provided.

Also, the values of q might be restricted to a certain subset of R. However, since this does not add
fundamental insight in the following general discussion, we do not consider this case.

5



6 2. Compressible Euler Equations with Gravity Source Term

0

t1

x

t
characteristics

x

q(·, t1) solution

x

q0

Figure 2.1: Characteristics of the linear advection equations (left panel). The so-
lution (right panels; at two different times) follows the characteristics, which are
independent from the solution and have a constant slope. We omit showing values
at the axis, since the figures are schematic.

in the case of the inviscid Burgers’ equation. The characteristics are thus determined
by the condition x = x0 + tf ′(q0(x0)) for each x0 ∈ R. However, different then in
the case of the advection equation, this does in general not yield a unique way to
identify the value of q at any point (x, t) from the initial condition q0. There are
two situations which require further discussion:

Case (a): There are two or more points x0 such that x = x0 + tf ′(q0(x0)) for a
given value of t > 0, i.e., characteristics are crossing each other. As can be seen in
Fig. 2.2, smooth initial data q0 that are evolved according to Burgers’ equation can
develop discontinuities at finite time.

The same holds true for other nonlinear scalar conservation laws. From the form
of Eqs. (2.1) to (2.3) one might expect that q has to be differentiable in space and
time. Differentiable solutions are called strong solutions. To further evolve q in time
after a jump developed, however, a wider concept of solutions is required. So-called
weak solutions, which allow for discontinuities, are introduced in Section 2.1.1. In the
following, we discuss how to deal with the non-uniqueness of solutions arising from
the crossing of characteristics. Basically, the task of choosing a solution boils down
to deciding on the velocity s with which a shock travels based on the values qL and
qR of q directly left and right of the shock’s position. Demanding the conservation
of q across the shock front yields the Rankine–Hugoniot jump condition (e.g., [103])

s =
f
(
qR
)
− f

(
qL
)

qR − qL
(2.4)

for the scalar conservation law (2.1) (visualized in Fig. 2.2).

Case (b) There is no point x0 such that x = x0 + tf ′(q0(x0)). This can happen if
there is a jump in q0 and the characteristics on both sides of the jump move away
from each other, i.e., f ′(qL) < f ′(qR) (see left panel of Fig. 2.3). The issue of non-
uniqueness also arises in this case: To construct a solution which is defined in R×R+

0

one can define the missing characteristics and the values carried on them in various
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0

t1

x

t
characteristics

x

q(·, t1)
solution

x

q0

Figure 2.2: Characteristics (left panel) for specific initial conditions q0 (bottom
right panel) for the inviscid Burgers’ equation, corresponding to case (a) in the text.
The slope of the characteristics depends on the values of the solution q. Due to
crossing characteristics (left panel), a discontinuity (top right panel) develops at
finite time. The discontinuity travels with the shock speed given by the Rankine–
Hugoniot condition (2.4) (visualized as yellow line in the left panel). We omit
showing values at the axis, since the figures are schematic.

0 x

t

?
characteristics

0 x

t
unphysical shock

Figure 2.3: Characteristics corresponding to case (b) in the text. There is an area in
the (x, t)-plane, for which there are no characteristics given by the initial condition
(left panel). Setting the missing characteristics assuming a jump leads to unphysical
behavior: There are new characteristics appearing at all times, which means that
information is produced (right panel). New information that is produced inside the
system is a contradiction to the fundamental second law of thermodynamics, which
has to be satisfied in any physical system (e.g., [118]). We omit showing values at
the axis, since the figures are schematic.
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ways – independent from the initial condition q0. This leads to non-uniqueness. To
choose a particular one from a set of solutions, one turns to physics, since there is
little mathematical guidance for this.

The zero-viscosity limit There are different approaches for a mechanism to
choose a solution that makes sense for the dynamical system which is modeled by
the equation. A first idea is considering that the scalar conservation law (2.1) is
used to model for example a physical process. In most physical processes some
kind of viscosity acts, even though it is often neglected in models when the effect
is sufficiently small. These considerations lead to the idea to study the solutions of
Eq. (2.1) which can be found in the zero-viscosity limit, i.e., solutions determined
as the limit of series of solutions qε of the viscous equation

∂tq
ε + ∂xf (qε) = ε∂2

xq
ε (2.5)

for ε → 0+ [103].2 The viscosity on the right hand side acts such that it smooths
out the solution additionally to transporting it on the characteristics3. If ε > 0,
an initial discontinuity is smoothed such that all values between qL and qR ap-
pear. Consequently, a fan of characteristics arises at the previous shock position if
f ′(qL) < f ′(qR). Hence, for the solution to be admissible, we demand that a fan of
characteristics arises from a shock with f ′(qL) < f ′(qR) such that the shock van-
ishes instantly. This is called a rarefaction wave. In the case that f ′(qL) < f ′(qR), a
self-steepening process due to transport occurs which opposes the effect of viscosity.
Hence, the solution of a shock moving with velocity s in case (a) is also consistent
with the approach of the zero-viscosity limit. To eventually choose a unique solution
in the case of a rarefaction wave, one can assume that characteristics arising from
the same point (t0, 0)4 are self-similar in the sense that q(x, t) = qss(x/t). Using the
conservation law, it is straightforward to derive the condition (e.g., [103])

f ′(qss(x/t)) = x/t. (2.6)

This allows for explicit computation of the rarefaction. In the example of the inviscid
Burgers’ equation this yields the solution

q(x, t) :=


qL if x < tqL,

qR if x > tqR,

x/t else
(2.7)

for the initial data given by

q0(x) :=

{
qL if x < 0,

qR if x ≥ 0.
(2.8)

A solution obtained via the zero-viscosity limit approach for the inviscid Burgers’
equation is sketched in Fig. 2.4. Collecting the cases, the solution of the scalar

2Note that the diffusion equation ∂tq = ε∂2xq with a constant ε > 0, which models viscous
processes, is a parabolic PDE. In parabolic PDEs information travel with infinite velocity. Hence
equations containing a viscosity term, such as Eq. (2.5), are not hyperbolic.

3Which means that q can change its value on characteristics.
4We center the initial shock leading to the rarefaction wave at x = 0 just for simplicity.
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0

t1

x

t
characteristics in zero-viscosity limit

x

q(·, t1)
solution in zero-viscosity limit

x

q0

Figure 2.4: Characteristics corresponding to the zero-viscosity limit solution in case
(b) in the text (right panel). The corresponding solution at later time (top right
panel) is continuous, even for discontinuous initial conditions (bottom right panel).
We omit showing values at the axis since the plots are schematic.

conservation law (2.1) is obtained by following characteristics, and, wherever dis-
continuities appear, shocks and rarefaction waves are constructed using the methods
above.

2.1.1 Weak Solutions

As pointed out above, the notion of strong solutions of Eq. (2.1), for which q has to
be differentiable, is not sufficient, since it does not allow for shocks. To also admit
discontinuities in the solution, we define weak solutions as in [103]:

Definition 2.1.1. The function q(x, t) is a weak solution of the conservation law
(2.1) if∫

R+
0

∫
R
q(x, t)∂tϕ(x, t) + f(q(x, t))∂xϕ(x, t) dx dt = −

∫
R
q0(x)ϕ(x, 0) dx (2.9)

holds for any continuously differentiable test function ϕ ∈ C1
0

(
R× R+

0 ,R
)
with com-

pact support.

This concept of solutions is more general than the classical concept of strong
solutions. It can be shown (e.g., [84]) that every strong solution of a conservation
law is a weak solution. In the following we always consider weak solutions if not
stated explicitly.

2.2 One-Dimensional Systems of Hyperbolic Con-
servation Laws

After understanding the basic properties of and concepts for one-dimensional scalar
conservation laws, we now take the next step and consider the system of n one-
dimensional hyperbolic conservation laws

∂tq(x, t) + ∂xf(q(x, t)) = 0 (2.10)
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for the vector(field) of conserved quantities q : R× R+
0 → Df and the flux function

f : C2(Df ,Rn), where Df ⊂ Rn is the set of admissible states.5 For the system to be
hyperbolic, the flux Jacobian

A(q) :=
∂f(q̄)

∂q̄

∣∣∣∣
q̄=q

(2.11)

has to be diagonalizable with real eigenvalues. If, additionally, the eigenvalues of
A are distinct the system is called strictly hyperbolic. As in the scalar case, we
understand Eq. (2.10) in the weak sense, i.e., we allow for weak solutions satisfying
the weak formulation∫

R+
0

∫
R
q(x, t)� ∂tϕ(x, t) + f(q(x, t))� ∂xϕ(x, t) dx dt = −

∫
R
q0(x)�ϕ(x, 0) dx

(2.12)
of Eq. (2.10) for any test function ϕ ∈ C1

0

(
R× R+

0 ,R
n
)
, where the symbol � denotes

the Hadamard product, i.e., the element-wise product. As in the one-dimensional
case, hyperbolic systems model dynamical processes in which certain quantities are
transported with finite velocity. However, it is more complicated for systems: In
general, the quantities in the entries of the state vector q are not the ones which are
transported along a characteristic. Also, the transport velocities are not as evident
as in the case of a scalar conservation law. To investigate this, let us consider the
quasi-linear form

∂tq(x, t) + A(q(x, t))∂xq(x, t) = 0 (2.13)

of Eq. (2.10). In the case that f in Eq. (2.10) is linear, we find that A ∈ Rn×n has
constant coefficients. The equation can then be diagonalized to the form

∂tR
−1q(x, t) + Λ∂x

(
R−1q(x, t)

)
= 0, (2.14)

where R is the matrix of right eigenvectors of A and Λ = R−1AR = diag(λ1, . . . , λn)
is the diagonal matrix with the eigenvalues of A. This decouples the system and
Eq. (2.14) consists of n independent advection equations such that the k-th equation
describes the transport of the k-th component of the characteristic variables qchar :=
R−1q with velocity λk.

In the nonlinear case, unfortunately, the situation is not as clear as in the linear
case. The matrix of right eigenvectors depends on q and thus, implicitly, on x and
t such that it does not commute with the spatial and temporal partial derivation.
Moreover, the characteristic variables are not related to the conserved variables
q in a linear way. However, even though we cannot construct a general solution
formula for any hyperbolic system based on characteristics, we can still gain some
understanding regarding the structure of solutions.

5The corresponding analogon to Footnote 1 holds here.
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0
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λ0t λ1t . . . λkt
. . .

λn−2t

λn−1t

x

t
jump positions

λ1t1 . . . . . . λkt1 . . . . . . λn−1t1 x

q̄(·, t1)
q̄1 = q̄L

q̄2

. . .
q̄k

. . . . . .
q̄n−1

q̄n = q̄R

solution in the component q̄

0 x

q̄0q̄L

q̄R

Figure 2.5: Shock positions in the (x, t)-plane (left panel) for Riemann problem
initial data (right bottom) for a linear system of hyperbolic balance laws with a flux
Jacobian that has n mutually different eigenvalues λ1 < λ2 < · · · < λn−1. The initial
jump dissolves into maximal n jumps that travel with the velocities λk. In the top
left panel the solution in a component q̄ of the solution q is shown at time t1 > 0.
The values of the intermediate states q̄k are computed as discussed in the text. This
plot is schematic and the jump velocities and values of the intermediate states are
chosen randomly.

2.2.1 The Riemann Problem for One-Dimensional Systems of
Conservation Laws

Especially later, when we discuss numerical approaches to solve systems of this type,
the Riemann problem given by the initial data

q0(x) :=

{
qL if x < 0,

qR if x > 0
(2.15)

for arbitrary admissible left and right states qL and qR will have particular rele-
vance. Remember that there is no necessity to decide on a value for q0(0), since the
hyperbolic conservation law is interpreted in the weak sense and single point values
are irrelevant.

In the following we only give a very short discussion on how to approach and
solve a Riemann problem, since an in-depth discussion can become quite lengthy
and excellent explanations can be found in literature (e.g., [103, 164]). To get a
first idea one can, once more, consider the linear system defined by f(q) = Aq,
were the matrix A has constant coefficients. In this case, as discussed above, the
system can be diagonalized (otherwise it is not hyperbolic by definition) and the
solution of the Riemann problem can be obtained by solving the Riemann problem
for each scalar conservation law describing the evolution of (qchar)k as described
in Section 2.1. Transforming back to conserved variables q = Rqchar yields the
solution. The solution consists then of up to n jumps moving with velocities λk as
shown schematically in Fig. 2.5. Between the jump positions q takes up to n − 1
intermediate states qk, k ∈ {1, . . . , n − 1} with the relation qk+1 = qk + akrk for
k ∈ {0, . . . , n−1}, where ak ∈ R, rk is the k-th right eigenvector and we set q0 = qL

and qn = qR. In short, this means that the different states appearing in the solutions
are connected along eigenvectors over the jumps.
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In principle, the same approach is used to solve the Riemann problem for non-
linear systems of conservation laws. There are three main difficulties compared to
the linear case: Firstly, the shock velocities have to be determined using a Rankine–
Hugoniot condition as in Section 2.1, since the eigenvalues of A(qk) and A(qk+1)
are in general not the same. Secondly, the different intermediate states are not
connected via eigenvectors, but via integral curves of the eigenvector fields, since the
eigenvectors of A(q) depend on the state q. This makes it much more challenging
to find the correct intermediate states for the solution of the Riemann problem.
And finally, as already discussed in the scalar case, some states should actually not
be connected by shocks but by rarefaction waves to yield physical solutions which
can, e.g., be found in the zero-viscosity limit. To decide, whether states should be
connected by shocks or rarefaction waves, it is common to use an entropy inequality
as a criterion.

2.2.2 Entropy Conditions

A more general approach than the one given in Section 2.1 to decide on the admis-
sibility of solutions is an entropy condition in the form of the inequality

∂tη(q) + ∂xψ(q) ≤ 0, (2.16)

which is added to the hyperbolic conservation law (2.10). The pair (η, ψ) is called
entropy-entropy flux pair. The entropy η : Rn → R is a convex function and together
with the entropy flux it satisfies the relation

ψ′(q) = η′(q)f ′(q). (2.17)

This ensures that the entropy is conserved in regions in which the solution is smooth.
At discontinuities the entropy decreases if the solution is obtained via the zero-
viscosity limit approach and it increases if there is an unphysical shock. In [103],
e.g., the entropy inequality is derived by considering the zero-viscosity limit. Note
that, in order to be applicable in the presence of discontinuities at all, Eq. (2.16)
has to be interpreted in the weak sense∫

R+
0

∫
R
η(q(x, t))∂tϕ(x, t) + ψ(q(x, t))∂xϕ(x, t) dx dt ≤ −

∫
R
η(q0(x))ϕ(x, 0) dx.

(2.18)
Here, since Eq. (2.18) is an inequality rather than an equality, we only consider
non-negative test-functions ϕ ∈ C1

0

(
R× R+

0 ,R
+
0

)
. For scalar conservation laws, an

entropy-entropy flux pair can be defined by simply choosing a convex function η and
integrating Eq. (2.17) to obtain a suitable entropy flux ψ. For systems with n ≥ 2,
the existence of an entropy-entropy flux pair is not guaranteed in general. According
to Godunov [76] (see also [150]) any symmetrizable system has an entropy and any
system that has a convex entropy can be symmetrized by its Hessian matrix η′′(q)
[64].

An entropy condition is a natural condition for the admissibility of solutions
of PDEs modeling physical processes, since the second law of thermodynamics



2.3. Homogeneous Compressible Euler Equations 13

(e.g., [118]) has to be satisfied in any physical process. The second law of ther-
modynamics states that the total entropy of an isolated system can never increase6
over time. The Euler system, which is the hyperbolic system mainly considered in
this thesis, is symmetrizable and thus has an entropy (see Section 2.3.2).

2.3 Homogeneous Compressible Euler Equations
The one-dimensional compressible Euler equations, which model the flow of com-
pressible, inviscid fluids, are an important example of a strictly hyperbolic system.
They are given by Eq. (2.10) with

q =

 ρ
ρu
E

 and f(q) =

 ρu
ρu2 + p

(E + p)u

 , (2.19)

where ρ, p, and u are the fluid’s volumetric density, pressure, and velocity. The
volumetric total energy is given by E = ε+Ekin with the volumetric kinetic energy
Ekin = 1

2
ρu2 and the volumetric internal energy ε = ρε. The specific internal energy

ε is related to density and pressure via an additional relation which is called equation
of state (EoS).

2.3.1 Equations of State

An EoS is a relation between the thermodynamical quantities ρ, p, and ε, which is
given in an explicit or implicit form. Often it is formulated using the gas temperature
T , which is also related to ρ, p, and ε. In this thesis, whenever we explicitly relate
to a quantity that is obtained by directly using the EoS, we write it as a function
ρEoS(p, ε), pEoS(ρ, ε), or εEoS(ρ, p), respectively.7 The choice of an EoS is a physical
question, or, more precisely, a question regarding the properties of the fluid that
shall be modeled. The relation between the thermodynamic quantities is generally
obtained via theoretical physical considerations (e.g., [160]). In the following we
give two examples of physically relevant EoS.

2.3.1.1 Ideal Gas

A relatively simple yet highly relevant EoS is the ideal gas EoS given by

p = ρRT and ε =
RT

γ − 1
(2.20)

with the ratio of specific heats γ and the gas constant R (e.g., [163]). Equation (2.20)
is a formulation of the ideal gas law or Boyle–Charles–Avogadro law [20], which

6In the conventional physical notation, the sign of the entropy is chosen different to the math-
ematical convention, so actually the second law of thermodynamics states, that the total entropy
of an isolated system can never decrease over time.

7This distinction is relevant for certain derivatives and also later in numerical methods, in which
the direct evolution of a quantity using the scheme and the quantity computed via the EoS using
the other thermodynamical quantities which have been evolved by the scheme in some way may
yield different results.
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describes the relation between the thermodynamical quantities for a gas that follows
the early experimental findings:

• Boyle’s law : Isotherms are pV = const., where V is the volume of the gas
(e.g., [131])

• Charles’ law : When the pressure on a sample of a dry gas is held constant,
the Kelvin temperature and the volume will be in direct proportion [66]. This
means that V ∝ T .

• Gay-Lussac’s law : If the volume of a given mass of an ideal gas is kept con-
stant, the pressure varies directly with the temperature, i.e., p ∝ T (e.g., [48]).

• Avogadro’s law : Two samples of an ideal gas at same temperature and pressure
contain the same number of molecules [4].

The ideal gas law can also be derived from first principles using kinetic gas theory
(e.g., [20]). Explicit evaluation of ρEoS(p, ε), pEoS(ρ, ε), and εEoS(ρ, p) is possible
using

p = (γ − 1)ρε. (2.21)

The ratio of specific heats γ can be related to the number of molecular degrees
of freedom f by γ = 1 + 2/f (e.g., [20]). A single atom has three degrees of freedom
(translational), and a mono-atomic gas can hence be described using γ = 5/3. For
a diatomic gas it is γ = 7/5 = 1.4, since there are five degrees of freedom (three
translational and two rotational) for this type of molecule. To model air on the
earth’s surface, which is mainly composed from the diatomic gases N2 (around 78%)
and O2 (around 21%) [162], we use Eq. (2.21) with γ = 1.4.

2.3.1.2 Ideal Gas with Radiation Pressure

There are many different scenarios, in which the ideal gas assumptions are violated
by real physical gases. In that case other physical effects enter and the description
of the thermodynamical relation of the quantities can become quite complicated
(e.g., [160]). In numerical experiments in this thesis, we only consider one correction
term8 to the ideal gas EoS: The EoS [38]

p = ρRT +
1

3
aSBT

4, ε =
RT

γ − 1
+
aSB
ρ
T 4, (2.22)

where aSB is the Stefan–Boltzmann constant, describes a gas which mainly satisfies
the ideal gas assumptions but additionally is subject to radiation pressure. The
major practical difference between the ideal gas EoS and the EoS (2.22) is that the
ideal gas EoS can be evaluated explicitly. In the case of an ideal gas with radiation
pressure, to compute the pressure from the specific internal energy or vice versa while
knowing the density includes solving an implicit equation for the temperature.

8even though our numerical methods are constructed such that they work with any arbitrarily
complicated EoS
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2.3.2 Variables, Eigenstructure, and Entropy

As pointed out earlier, the eigenstructure of the flux Jacobian is of high importance
for solving Riemann problems, since the eigenvalues in the end provide the integral
curves that connect states over shocks or rarefactions. For this purpose, let us take
a look at the flux Jacobian

A(q) =
∂qcons

∂qprim

∣∣∣∣
q

Aprim(q)
∂qprim

∂qcons

∣∣∣∣
q

(2.23)

of compressible Euler equations for a moment. Here, qcons = q is the state vector of
conserved variables as introduced in Eq. (2.19) and

qprim :=

ρu
p

 =


qcons1
qcons
2

qcons
1

pEoS

(
qcons1 ,

qcons
3

qcons
1
− 1

2

(
qcons
2

qcons
1

)2
)
 (2.24)

is the state vector of primitive variables. The transformation matrices between these
two variable systems are

∂qcons

∂qprim
=

 1 0 0
u ρ 0

1
2
u2 − ∂pEoS(ρ,ε)

∂ρ

(
∂pEoS(ρ,ε)

∂ε

)−1

ρu
(
∂pEoS(ρ,ε)

∂ε

)−1

 . (2.25)

and

∂qprim

∂qcons
=

(
∂qcons

∂qprim

)−1

=

 1 0 0
−u
ρ

1
ρ

0
∂pEoS(ρ,ε)

∂ρ
+ 1

2
∂pEoS(ρ,ε)

∂ε
u2 −∂pEoS(ρ,ε)

∂ε
u ∂pEoS(ρ,ε)

∂ε

 .

(2.26)
We use these since the flux Jacobian takes a simpler form in primitive variables:

Aprim(q) =

 u ρ 0
0 u 1

ρ

0 ρc2 u

 = Rprim(q)Λ(q)
(
Rprim(q)

)−1 (2.27)

with the speed of sound

c = c(ρ, ε) :=

√
∂pEoS(ρ, ε)

∂ρ
+
∂pEoS(ρ, ε)

∂ε
· ε+ pEoS(ρ, ε)

ρ
. (2.28)

The eigensystem of Aprim is given by the diagonal matrix of eigenvalues

Λ(q) = diag(u, u+ c, u− c) (2.29)

and the matrix of right eigenvectors

Rprim(q) =

 1 1
c2

1
c2

0 1
cρ
− 1
cρ

0 1 1

 . (2.30)
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The right eigenvectors of Acons can then be obtained via

Rcons(q) =
∂qcons

∂qprim

∣∣∣∣
q

Rprim(q). (2.31)

With this, solutions of the general Riemann problem (2.15) can be constructed.
Physical solutions are be chosen by adding an entropy inequality with the entropy-
entropy flux pair

η = − ρs

γ − 1
, ψ := − ρus

γ − 1
, (2.32)

where s := ln (pρ−γ) = −(γ − 1) ln(ρ) − ln(β) − ln(2) up to a constant with β :=
1/(2RT ).

2.4 Compressible Euler Equations with Gravitational
Source Term

The numerical methods introduced in this thesis are not developed for the conser-
vative homogeneous Euler system Eq. (2.19). Instead, we add the source term

s =

 0
ρg
ρug

 (2.33)

to the system, in which the gravitational acceleration g is usually defined as the neg-
ative spatial derivative of a given gravitational potential φ ∈ C1(R,R), i.e., g(x) =
−φ′(x). The Euler system with gravitational source term has the form of a hyper-
bolic balance law

∂tq + ∂xf = s, (2.34)

which is non-conservative in momentum and total energy.9 Obviously, this also
changes the solutions of Riemann problems (e.g., [22]). The numerical methods we
discuss later are nonetheless based on the Riemann problem for homogeneous Euler
equations. A new type of stationary solutions is admitted by the system when the
gravity source term is added. These solutions are discussed in the following section.

2.4.1 Hydrostatic Solutions

By setting the velocity to u(x, t) = 0 for all x and t in the Euler system with gravity
(2.34), one obtains ∂tq = 0 and

∂xp = ρg. (2.35)
9The system can be made conservative in total energy by redefining it to E = ε+Ekin +ρφ and

setting the third component of the source term to zero. We decided to keep the energy source term
to show how it can be treated in the numerical methods we introduce. It is then straightforward
to adapt the methods to the case in which the energy source term is included in the total energy
as potential energy ρφ.
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Equation (2.35) is called hydrostatic equation and a constant-in-time state q (often
given in terms of ρ and p) is called hydrostatic solution if it satisfies Eq. (2.35)
together with the EoS which is used to model the thermodynamical relations. From
the modeling point of view, hydrostatic states can play a fundamental role depending
on the application. Classical examples are the basic stellar structure and also the
structure of a planet’s atmosphere, which can in many cases be well approximated
using hydrostatic states (e.g., [38]).

Solutions of the ODE10 (2.35) are in general not unique, since additional de-
grees of freedom enter the equation via the EoS. However, they exist11: Solutions
can for example be constructed by choosing a piecewise continuous function ρ and
defining the pressure p(x) = p0 +

∫ x
x0
ρ(x)g(x) dx. In this example, the hydrostatic

solution is chosen by assuming a certain stratification for the density and choosing a
tuple (x0, p0). In the following we introduce some relevant hydrostatic states using
different assumptions:

Isothermal hydrostatic solution Assuming an ideal gas law and a constant
temperature T = T0, the following hydrostatic states can be found for a given
gravitational potential φ:

ρ(x) = ρ0 exp

(
−φ(x)

RT0

)
, p(x) = ρ0RT0 exp

(
−φ(x)

RT0

)
, u ≡ 0, (2.36)

where ρ0 > 0 is some constant.

Polytropic hydrostatic solution Polytropic hydrostatic solutions are of the
form

θ(x) = 1− ν − 1

ν
φ(x), ρ(x) = κθ(x)

1
ν−1 , p(x) = κθ(x)

ν
ν−1 , u(x) = 0 (2.37)

with constants ν > 1 and κ > 0. Equation (2.37) describes a hydrostatic state of the
one-dimensional compressible Euler system with gravity source term independent
from the EoS. They are based on the assumption that the density and pressure
stratification are related by the additional condition p ∝ ρν . If the thermodynamical
properties of the gas are modeled via an ideal gas law the hydrostatic temperature
is T (x) = θ(x)/R.

10In Eq. (2.35) we use a partial derivative, since the pressure in the Euler system is allowed to
depend on time. Using ∂tq = 0, however, lets the temporal derivative vanish and Eq. (2.35) is
essentially an ODE.

11provided the boundary conditions allow this
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Chapter 3

Finite Volume Methods for
One-Dimensional Systems of
Hyperbolic Balance Laws

The numerical techniques for approximating solutions of hyperbolic balance laws
we use in this thesis are based on the method of lines (e.g., [146]), an approach in
which every dimension but the temporal one is discretized. The discretization yields
then a (potentially very large) system of ODEs which can be solved using standard
methods such as Runge–Kutta (RK) methods (see Section 3.7). It seems a natural
choice to discretize in space and evolve the system in time using an ODE solver,
since it is usually clear how the spatial domain Ω looks like whereas the temporal
domain with t ≥ t0 can be unbounded such that it is not a priori clear how to choose
the final time of a simulation. Additionally, when we extend the method to multiple
spatial dimensions, it is a natural choice to treat all the spatial dimensions in the
same manner.

For the spatial discretization we choose a finite volume (FV) approach, which
is based on averaging the conserved quantities in each cell and approximating the
fluxes between the cells. This approach is especially suited for hyperbolic conser-
vation laws, because it leads to conservative methods and allows for discontinuities
at the cell interfaces. Thus, it mirrors two of the basic properties of hyperbolic sys-
tems. In this chapter, we describe the basic FV discretization for one-dimensional
balance laws which is then evolved in time using RK methods in the method of lines
framework.

3.1 Godunov’s Method
The roots of modern FV methods can be found in Godunov’s method ([75], for an
English description see [103]). This section aims at illustrating Godunov’s approach.
Consider the initial value problem given by the one-dimensional system of hyperbolic
conservation laws (2.10) in the spatial domain Ω := [a, b] ⊂ R (a < b) with an initial

19
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Figure 3.1: To initialize the Godunov method, the initial data given as function
q0 are averaged in each cell Ωk. The piecewise constant function Q(t = 0), which
is obtained by this averaging process, is then used as initial data in the Godunov
algorithm. In this schematic plot only one component of the vector-valued functions
is shown. This is indicated by the bar ·̄.

condition q0, i.e.,

∂tq(x, t) + ∂xf(q(x, t)) = 0 for x ∈ Ω, t > 0, (3.1)
q(x, 0) = q0(x) for x ∈ Ω. (3.2)

Equation (3.1) is interpreted in the weak sense. For simplicity, we neglect the
treatment of the boundaries a and b in this section. Boundaries will be discussed
in Section 3.8. Since this problem cannot be solved in general, let us find a simple
approximation of the initial data, for which we can solve it analytically for a short
time interval. For this purpose, we subdivide the domain Ω by choosing points
a = x− 1

2
< x 1

2
< · · · < xN+ 1

2
= b and defining sub-intervals Ωi =

[
xi− 1

2
, xi+ 1

2

]
for

i ∈ I = {1, . . . , N}, which we call cells in the following.1 In every cell we average
the initial data and define

ˆ(q0)i :=
1

∆xi

∫
Ωi

q0(x) dx, (3.3)

where ∆xi = xi+ 1
2
− xi− 1

2
is the length of the i-th cell. We use these averages to

define the piecewise constant approximate initial data

Q(x, 0) = Q̂0
i := ˆ(q0)i for x ∈ Ωi (3.4)

as visualized in Fig. 3.1 and consider the modified initial value problem given by

∂tQ+ ∂xf(Q) = 0 for x ∈ Ω, t > 0, (3.5)

Q(x, 0) = Q̂0
i for x ∈ Ωi. (3.6)

1Note that the cells are, in this definition, not really disjunct but they share common interface
points. However, in Section 2.1.1 we have seen that single points are not relevant due to the integral
form of the weak solutions. This behavior is mirrored in the FV approach. We could also define
the cells as Ωi =

(
xi− 1

2
, xi+ 1

2

)
without further consequences.
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t = tn
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step 2−→

t = t(n+1)−
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Figure 3.2: Visualization of steps 1 and 2 of Algorithm 3.1.1. In the first step, the
Riemann problems at the interfaces of the piecewise constant function (left panel)
are solved in order to obtain an exact solution at time tn+1 (central panel). In
the second step, the exact solution is cell-averaged such that a piecewise constant
function is obtained (right panel). The plot is schematic and we omit labeling of
the axis for clarity of the visualization.

The piecewise constant data can be evolved in time analytically, since only the
Riemann problems at the cell interfaces xi+ 1

2
(i ∈ {1, .., N − 1}) have to be solved

(recall Section 2.2.1).
This approach provides the exact solution until the waves of the Riemann prob-

lem’s solutions from neighboring interfaces meet. Let us denote the time at which
the first waves on the whole domain meet with t1. Then, this step can be repeated
after computing the new cell averages Q1

i from the exact solution Q(·,∆t1) at time
t1 of the initial value problem in Eqs. (3.5) and (3.6).

The procedure can be formulated as

Algorithm 3.1.1 (Godunov’s method). The Algorithm starts with cell-averages Q̂0
i

for i ∈ I. An upper index denotes the time step number n, and we set n = 0 initially.

1. Solve the initial value problem

∂tQ(x, t) + ∂xf(Q(x, t)) = 0 for (x, t) ∈ Ω× [tn, tn+1], (3.7)

Q(x, tn) = Q̂n
i for x ∈ Ωi, i ∈ I, (3.8)

where tn+1 is chosen such that waves from different interfaces cannot interact.

2. Compute the new cell averages

Q̂n+1
i :=

1

∆xi

∫
Ωi

Q
(
x, tn+1

)
dx (3.9)

from the solution Q of the initial value problem Eqs. (3.7) and (3.8).

3. Check if the desired final time tfinal is reached, i.e., if tn ≥ tfinal. If not, increase
n by 1 and repeat the three steps.

Algorithm 3.1.1 is visualized in Fig. 3.2. For the purpose of choosing a suitable
time tn+1 before solving Eqs. (3.7) and (3.8), we use the knowledge from Section 2.2.1
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about the wave structure of the Riemann problem’s solution at each interface. A
common choice is tn+1 = tn + ∆tn with

∆tn =
min
i∈I

(∆xi)

max
i∈I

((∣∣∣λ(Q̂n
i

)∣∣∣
max

)) , (3.10)

where
|λ (q)|max := max {|λ| : λ is eigenvalue of A (q)} (3.11)

with the matrix field A being the flux Jacobian of f as defined as in Eq. (2.11).
This time interval ∆tn is chosen such that every wave crosses at most half of a cell
during this period

3.2 Finite Volume Formulation of Godunov’s Method
To proceed towards more recent methods, we reformulate Godunov’s method as a
first order accurate Runge–Kutta finite volume (RK-FV) method. We use the same
spatial discretization as in Section 3.1 to solve the initial value problem (3.1), (3.2)
approximately. In this section we cell-average both the initial condition (3.2) and the
conservation law (3.1). Applying the fundamental theorem of calculus to Eq. (3.1)
yields the time-evolution

d

dt
q̂i(t) = − 1

∆xi

[
f
(
q
(
xi+ 1

2
, t
))
− f

(
q
(
xi− 1

2
, t
))]

(3.12)

for the cell-averaged states

q̂i(t) :=
1

∆xi

∫
Ωi

q(x, t) dx, (3.13)

which is still an exact statement. As in Section 3.1 we aim to evolve a numerical
approximation of the cell-averages in time and the interface values of the solution
are thus not known. Instead, we obtain the interface values from the solutions of
the interface Riemann problems an write

d

dt
Q̂i(t) = − 1

∆xi

[
FGod

(
Q̂i(t), Q̂i+1(t)

)
− FGod

(
Q̂i−1(t), Q̂i(t)

)]
, (3.14)

with
FGod

(
Q̂i(t), Q̂i+1(t)

)
:= f

(
Q∗
i+ 1

2
(t)
)
, (3.15)

where Q∗
i+ 1

2

(t) is the solution of the Riemann problem

∂sQ
t,∗(x, s) + ∂xf(Qt,∗(x, s)) = 0 for (x, s) ∈ Ωi × [t, t+ τ ], (3.16)

Qt,∗(x, t) =

{
Q̂i(t) for x ≤ xi+ 1

2

Q̂i+1(t) for x > xi+ 1
2

, (3.17)
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at the i + 1
2
interface for s = t + τ , i.e., Q∗

i+ 1
2

(t) = Qt,∗
(
xi+ 1

2
, t+ τ

)
, where τ > 0

can be chosen arbitrarily.
Equation (3.14) is still a nonlinear equation. We evolve it in time using small

time steps ∆tn, which are determined as in Eq. (3.10).2 The full scheme reads

Q̂0
i =

1

∆xi

∫
Ωi

q0(x) dx (3.18)

Q̂n+1
i = Q̂n

i −
∆tn

∆xi

[
FGod

(
Q̂n
i , Q̂

n
i+1

)
− FGod

(
Q̂n
i−1, Q̂

n
i

)]
(3.19)

for all i ∈ I, n ∈ N.

Theorem 3.2.1. The scheme described in Eqs. (3.18) and (3.19) is equivalent to
Algorithm 3.1.1 in the sense that it yields the same values Q̂n

i for all i ∈ I, n ∈ N,
provided that the initial data are the same.

Proof. This can be shown based on the insight that – after averaging the exact
solution of the piecewise constant initial data in the i-th cell – only the flux at
the interface states Q∗

i− 1
2

,Q∗
i+ 1

2

given by the solution of the Riemann problem is
relevant in Godunov’s method as described in Algorithm 3.1.1. Instead of a technical
full proof we just refer to [163], which is also a resourceful reference for further
information about Godunov’s method.

We shortly summarize the previously introduced original Godunov method in
the form of an RK-FV scheme: In Eq. (3.14) we approximate Eq. (2.10) by a semi-
discrete equation using the numerical flux function FGod. In Eq. (3.19) we use the
forward Euler method (see Section 3.7.1) to evolve the system of ODEs Eq. (3.14) in
time. The forward Euler method is the simplest case of Runge–Kutta (RK) method.
These ingredients of an RK-FV method, numerical flux functions and RK methods,
are introduced in the course of this chapter (Sections 3.3 and 3.7). Moreover, we
discuss how the spatial order of a finite volume method can be increased (Section 3.4)
and how source terms can be added into the numerical method (Section 3.6).

3.3 Numerical Flux Functions
In this and the following section (Sections 3.3 and 3.4) we only consider the semi-
discrete equation

d

dt
Q̂i(t) = − 1

∆xi

[
F
(
Q̂i(t), Q̂i+1(t)

)
− F

(
Q̂i−1(t), Q̂i(t)

)]
, (3.20)

which is the same as Eq. (3.14) with a general numerical flux function F .

Definition 3.3.1. A function F : Df × Df → Rn is called numerical flux function
consistent with the physical flux f ∈ C2 (Df ,Rn) (recall that Df ⊂ Rn is the set of
admissible values for q) if it satisfies the following properties:

2In Section 3.7.1 we will see that this is the forward Euler method for time stepping.
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(i) F (q, q) = f(q) for any q ∈ Df .

(ii) F is Lipschitz-continuous in both arguments.

Consistency of the numerical flux function is important, since it ensures consis-
tency of the semi-discrete scheme Eq. (3.20) with the hyperbolic conservation law
Eq. (2.10) (see [103] for reference). We illustrate this statement under the simplifying
assumption that the solution which shall be approximated is sufficiently smooth.

Let q̂i for i ∈ I be the cell-averages of a solution q ∈ C1 of Eq. (2.10) . Let F
be a numerical flux function consistent with f as defined in Definition 3.3.1. Then
the following holds true∥∥∥F (q̂i, q̂i+1)− f

(
qi+ 1

2

)∥∥∥ =
∥∥∥F (q̂i, q̂i+1)− F

(
qi+ 1

2
, qi+ 1

2

)∥∥∥
≤
∥∥∥F (q̂i, q̂i+1)− F

(
q̂i, qi+ 1

2

)∥∥∥+
∥∥∥F (q̂i, qi+ 1

2

)
− F

(
qi+ 1

2
, qi+ 1

2

)∥∥∥
≤ C1

∥∥∥q̂i+1 − qi+ 1
2

∥∥∥+ C2

∥∥∥qi+ 1
2
− q̂i

∥∥∥ , (3.21)

where C1, C2 ∈ R+ are the Lipschitz-constants for the first and second argument of
F , respectively, and qi+ 1

2
:= q

(
xi+ 1

2

)
. To control the size of the cells we introduce

the parameter h > 0 such that

∆xi ≤ h ∀i ∈ I. (3.22)

Since q̂i = q (xi) +O (∆xi) = q (xi) +O (h) (If q̂ ∈ C2, it is actually q̂i = q (xi) +
O (∆x2

i ), because cell-centered evaluation is a one-point Gaussian quadrature; see
Section 3.5) and q (xi) = qi+ 1

2
+ O (∆xi) = qi+ 1

2
+ O (h) according to Taylor’s

theorem [155] (English translation in [148]), we have

q̂i = q (xi) +O (h) = qi+ 1
2

+O (h) (3.23)

and, analogously, q̂i+1 = qi+ 1
2

+O (h). Combining Eqs. (3.21) and (3.23) yields

F (q̂i, q̂i+1) = f
(
qi+ 1

2

)
+O (h) . (3.24)

Consistency, together with the stability of a numerical method, ensures con-
vergence under refinement of the grid (i.e., h → 0 for the parameter h defined in
Eq. (3.22)). This is often named the fundamental theorem of numerical methods for
PDEs. For a discussion of this topic, including stability, we refer to [103]. Here,
we only say that there are different notions of stability and many of them are for-
mulated in terms of norms which are not allowed to increase over time (e.g., [103])
or in terms of the preservation of invariant domains (e.g., [22]). For example, if
the initial data of a scalar conservation law are in the domain [d, e] ⊂ R, then it is
q(Ω, t) ⊂ [d, e] for any time t > 0 and this property shall be reflected by the solution
obtained using a numerical method.

In the case of finite volume methods for hyperbolic conservation laws, the Lax–
Wendroff theorem [100] comes in handy: given a consistent and conservative method
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Figure 3.3: Evolution of a pressure perturbation on a constant state with zero
velocity. The left panel displays the initial pressure, in the right panel the solution
is shown at final time of the test. The first accurate order finite volume method using
the central flux introduces oscillations indicating instability. The full description of
the test case is given in Appendix A.1.

for a hyperbolic conservation law and convergence under grid refinement, this the-
orem guarantees that the approximate solutions actually converge towards a weak
solution of the conservation law. Collecting these statements: A stable finite volume
method with a consistent numerical flux function leads to an arbitrarily good approx-
imation of a weak solution given that the grid is sufficiently fine. In this thesis we
will not explicitly discuss the different notions of stability, instead we refer to [103].

One example of a numerical flux function that satisfies Definition 3.3.1 has been
given in Section 3.2: The Godunov flux FGod seems to be a reasonable choice,
since it gives the exact interface flux for the piecewise constant discretized states.
However, a Riemann problem has to be solved exactly to determine the value of
FGod. Depending on the hyperbolic system which is solved numerically, finding the
solution of a Riemann problem can be a challenging, and computationally expensive
task. Therefore, many different approximate Riemann solvers have been developed.
In the following we present some popular ones.

3.3.1 Central Flux

Amongst the most obvious choices for a numerical flux function satisfying Defini-
tion 3.3.1 is the central flux

F central (qL, qR) :=
1

2

(
f
(
qL
)

+ f
(
qR
))
. (3.25)

This numerical flux clearly satisfies Definition 3.3.1 because f is differentiable. How-
ever, the numerical method 3.19 with F central instead of FGod turns out to be un-
conditionally unstable (e.g., [103]), as illustrated in Fig. 3.3. To regain stability, it
is necessary to add some diffusion to the numerical flux.
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3.3.2 Lax–Friedrichs and Rusanov Flux

A fast and robust choice for a jump-dependent diffusion is used in the (global)
Lax–Friedrichs flux

F LF (qL, qR) := F central (qL, qR)− |λ|globmax

2

(
qR − qL

)
, (3.26)

where
|λ|globmax = max

i∈I

(∣∣∣λ(Q̂i

)∣∣∣
max

)
(3.27)

with the largest eigenvalue
∣∣∣λ(Q̂i

)∣∣∣
max

of the flux Jacobian defined as in Eq. (3.11)

evaluated at the state Q̂i. This definition uses a global diffusion coefficient, which
makes the method excessively diffusive especially in simulations, in which the wave
velocities vary strongly in different regions of the domain. Improving this is quite
simple: In the Rusanov [145] (or local Lax–Friedrichs) flux, the same diffusion coef-
ficient is chosen locally

F Rus (qL, qR) := F central (qL, qR)− max
(∣∣λ (qL)∣∣max ,

∣∣λ (qR)∣∣max

)
2

(
qR − qL

)
.

(3.28)
At each interface, the absolute value of the largest eigenvalue is chosen as diffusion
coefficient. With these numerical fluxes (3.20) can be shown to be stable and yield
numerical solutions that converge towards the vanishing viscosity solution in the
limit h → 0 (e.g., [103]). In Fig. 3.4 one can see for the example of a Riemann
problem test case that the Rusanov flux is significantly less diffusive than the Lax–
Friedrichs flux.

Therefore, it seems preferable to use the local over the global diffusion coef-
ficient. However, there are cases in which the global Lax-Friedrichs method has
advantages. In the context of ideal magnetohydrodynamics, for example, the global
Lax–Friedrichs flux applied in the scheme 3.20 exactly preserves a discretization of
the divergence of the magnetic field (e.g., [65]).

3.3.3 Roe’s Approximate Riemann Solver

The Rusanov flux is a reliable and accurate choice for scalar conservation laws,
since it is close to realizing upwinding (see [163] for upwinding). For systems, as in
Eq. (3.28), this is not the case: The Rusanov flux does not account for the more
complicated wave structure arising in systems. A more accurate method has been
developed in [141]. In the so-called Roe flux

F Roe (qL, qR) := F central (qL, qR)− 1

2
DRoe

((
qL, qR

)Roe) (
qR − qL

)
, (3.29)

the diffusion coefficient is not scalar but matrix valued. The diffusion is given by
the matrix field

DRoe (q) := R(q) |Λ (q)|R(q)−1, (3.30)

where R(q) is the matrix of right eigenvectors of the flux Jacobian A(q), Λ(q) :=
R(q)−1A(q)R(q) is the diagonal matrix of the corresponding eigenvalues, and | · | is
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Figure 3.4: Density at final time for the Sod shock tube test case [147] using a first
order accurate finite volume method with different numerical flux functions. In the
top panel, the full density profile is shown, in the bottom panels certain areas in the
(x, ρ)-plane are magnified as indicated by the boxes in the upper panel. Details on
the test setup are given in Appendix A.2.
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applied component-wise on the diagonal matrix. The Roe average state
(
qL, qR

)Roe
is defined such that the condition

A
((
qL, qR

)Roe) (
qR − qL

)
= f

(
qR
)
− f

(
qL
)

(3.31)

holds. This definition leads to a numerical flux well-suited to capture and accurately
follow shock fronts as can be seen in Fig. 3.4. The Roe scheme can be interpreted
as an approximate Riemann solver that assumes only shocks and no rarefactions in
the solution of the Riemann problem, since it is based on linearizing the Riemann
problem.

Consequently, entropy violating shocks can arise in the application of Roe’s ap-
proximate Riemann solver when it is applied to the compressible Euler system (2.19).
Corrections to this problem related to Euler equations have, amongst others, been
suggested in [124, 125, 151, 152, 73], mainly based on assuring that the entries |u±c|
in Λ corresponding to the sonic eigenvalues can never completely vanish. Since all
of the numerical experiment in this thesis are purely subsonic, we do not apply an
entropy fix. The |u| corresponding to the advective eigenvalue should not be mod-
ified in the same way, since its potential to become zero is important for the Roe
flux’s contact property

Definition 3.3.2 (Contact Property). Consider the density ρL (ρR) on the left
(right) side of a contact discontinuity the constant pressure p. A numerical flux
function F for the one-dimensional compressible Euler system (2.19) that satisfies
the condition

F
(
qprim,L =

[
ρL, 0, p

]T
, qprim,R =

[
ρR, 0, p

]T)
= [0, p, 0]T (3.32)

is said to have the contact property.

This property ensures the ability of a numerical flux to exactly capture station-
ary contact discontinuities of the Euler equations. It plays a fundamental role for
the well-balanced method we introduce in Section 4.4. There are numerous other
numerical flux functions with the contact property, such as the well-known HLLC
flux [164]. The Lax–Friedrichs and the Rusanov flux, on the other hand, do not
satisfy Definition 3.3.2.

3.4 Higher Order Methods
As we have seen in Section 3.3, the discretization error of the semi-discrete equation
(3.20) is of the size O (h) for sufficiently smooth solutions. In order to get more
accurate results, the discrete data can be reconstructed in each cell.

Definition 3.4.1 (Conservative consistent reconstruction). Let i ∈ I be a grid
index, Q̂j cell-averaged states for j ∈ I, µ ∈ N odd, and x ∈ Ω. A function

Ri : C (R× (Rn)µ ,Rn) ,(
x, Q̂i−µ−1

2
, . . . , Q̂i+µ−1

2

)
7→ Qrec

i (x) = Ri

(
x; Q̂i−µ−1

2
, . . . , Q̂i+µ−1

2

)
(3.33)
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which satisfies
Ri (x; q, . . . , q) = q (3.34)

is called consistent reconstruction. A consistent reconstruction is called conservative
if

1

∆xi

∫
Ωi

Ri

(
x; Q̂i−µ−1

2
, . . . , Q̂i+µ−1

2

)
dx = Q̂i. (3.35)

In this definition we are still ignoring the domain boundaries. However, note
that additional cells on both sides of the domain are in general necessary to define
the reconstruction close to the boundaries. This is discussed in Section 3.8.

Notation 3.4.2. In this thesis we only consider conservative consistent reconstruc-
tions. The phrases reconstruction or consistent reconstruction always indicate a
conservative consistent reconstruction in the rest of this thesis.

Sometimes, we also use the phrase reconstruction or conservative consistent re-
construction to refer to the mappingRi

(
· ; Q̂i−µ−1

2
, . . . , Q̂i+µ−1

2

)
7→ Qrec

i ∈ C (R,Rn).
For brevity, we sometimes condense some of the arguments and use the notation

Ri

(
x ;
{
Q̂j

}
j∈Si

)
instead of Ri

(
x ; Q̂i−µ−1

2
, . . . , Q̂i+µ−1

2

)
, where

Si =

{
i− µ− 1

2
, . . . , i+

µ− 1

2

}
(3.36)

is the stencil of the reconstruction.

The purpose of a reconstruction is to find a (piecewise) approximation of a
smooth function q from only knowing the cell-averages q̂i, i ∈ I. Condition (3.35)
ensures that the cell-averages are conserved. The numerical flux function is then
applied to the reconstructed interface values instead of to the cell-average values,
i.e.,

d

dt
Q̂i = − 1

∆xi

[
F
(
QL
i+ 1

2
,QR

i+ 1
2

)
− F

(
QL
i− 1

2
,QR

i− 1
2

)]
, (3.37)

where

QL
i− 1

2
:= Qrec

i−1

(
xi− 1

2

)
, QR

i− 1
2

:= Qrec
i

(
xi− 1

2

)
, (3.38)

QL
i+ 1

2
:= Qrec

i

(
xi+ 1

2

)
, QR

i+ 1
2

:= Qrec
i+1

(
xi+ 1

2

)
(3.39)

with the functions Qrec
j (j ∈ I) defined as in Eq. (3.33).

Definition 3.4.3 (Order of accuracy of a reconstruction). We say that the conser-
vative consistent reconstruction R is m-th order accurate if

q(x)−Ri

(
x; q̂i−µ−1

2
, . . . , q̂i+µ−1

2

)
= O (hm) for x ∈ Ωi (3.40)

for the cell-averages q̂j (j ∈ I) of any function q ∈ Cm
(⋃

j∈Si ,R
n
)
in the cells Ωj

with size ∆xj < h.
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Let us call the right-hand side of Eq. (3.37) residual

Li
({
Q̂j

}
j∈Si

, t

)
:= − 1

∆xi

[
F
(
QL
i+ 1

2
(t),QR

i+ 1
2
(t)
)
− F

(
QL
i− 1

2
(t),QR

i− 1
2
(t)
)]
.

(3.41)
In general, the residual of a semi-discrete scheme for a hyperbolic system is defined
such that we can write the scheme in the form

d

dt
Q̂i(t) = Li

({
Q̂j

}
j∈Si

, t

)
. (3.42)

Definition 3.4.4. A semi-discrete scheme is m-th order accurate if

Li
(
{q̂j}j∈Si , t

)
=

d

dt
q̂i(t) +O (hm) (3.43)

holds true in in every cell Ωi with size ∆xi ≤ h for any solution q ∈ Cm of the
hyperbolic system discretized by the scheme. If the full RK-FV scheme is discussed,
we say the scheme is m-th order accurate in space to refer to the order of accuracy
of the semi-discrete scheme.

Using the Lipschitz-continuity of the consistent numerical flux in the residual L
it is straightforward to show that the order of accuracy of a semi-discrete scheme for
a hyperbolic conservation law is given by the order of accuracy of the reconstruction
R.

3.4.1 Polynomial Reconstruction

In this and the following section (Section 3.4.2) we discuss the reconstruction tech-
niques only for scalar equations, i.e., we assume n = 1. All methods naturally extend
to n > 1 by applying them component-wise.

Let m be odd. The simplest way to construct an m-th order accurate recon-
struction is via the polynomial ansatz

Qrec,Pm
i (x) :=

m−1∑
κ=0

aκ(x− xi)κ (3.44)

with a0, . . . , am−1 ∈ R. The coefficients can be determined uniquely by solving

1

∆xj

∫
Ωj

Qrec,Pm
i (x) dx = Q̂j (3.45)

for j ∈ Si. The stencil Si of this approach is given by Eq. (3.36) with µ = m.
The polynomial reconstruction is visualized in Fig. 3.5 for different values of m.
This simple approach is for example used in the piecewise parabolic method (PPM),
originally developed in [46].

For even m, to uniquely determine the coefficients in the same manner, one has
to choose an asymmetric stencil. Hence, polynomial reconstruction for even m is
uncommon. The only exception is a second order reconstruction realized by a linear
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Figure 3.5: Piecewise polynomial reconstructions as introduced in Section 3.4.1 for
m = 1, 3, 5 applied on a sine function. It gets evident, that using a higher order
reconstruction leads to a more accurate approximation of the sine function and
reduces the size of the interface jumps.

function Qrec,P2
i (x) = a0 + a1x.3 This is usually realized by choosing the overall

three-point stencil of a parabolic (third order accurate) reconstruction and return
a linear combination of the linear functions obtained from the left and right biased
two-cells stencils. How to combine them is discussed in the following section.

3.4.2 Limited Reconstruction

Let m = 2 and consider the linear4 reconstruction functions

Qrec,L
i (x) := Q̂i + σLi (x− xi) with σLi := 2

Q̂i − Q̂i−1

∆xi + ∆xi−1

and (3.46)

Qrec,R
i (x) := Q̂i + σRi (x− xi) with σRi := 2

Q̂i+1 − Q̂i

∆xi+1 + ∆xi
(3.47)

consistent with the cell-averages of the left and right biased two-cell stencil, respec-
tively. The obvious question is: Which one of the slopes σLi and σLi shall be chosen
for the linear reconstruction Qrec,P2

i ? For a moment, let us just use the arithmetic
average and define

P2i

(
x; Q̂i−1, Q̂i, Q̂i+1

)
:= Qrec,P2

i (x) := Q̂i +
σLi + σRi

2
(x− xi). (3.48)

This choice satisfies Definition 3.4.3 for m = 2 and yields correspondingly accurate
results on smooth solutions. In the presence of discontinuities, however, artificial ex-
trema arise and the reconstruction introduces spurious oscillations in the numerical

3Second order finite volume methods are popular because they are much simpler than higher
order methods. They are, for example, easier to extend to multiple spatial dimensions. Addition-
ally, no conversion between cell-average values and cell-centered values is necessary, since theses
are second order approximations of each other. This results in an easy conversion between different
sets of variables. All topics mentioned here are discussed in subsequent sections and chapters.

4Linear refers to the functions Qrec,L/R
i : Ωi → R and not to the reconstruction R (which is

linear in all arguments but the first one for the unlimited reconstruction techniques presented to
this point).
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Figure 3.6: Piecewise linear reconstructions of a function with a discontinuity.
Choosing the central slope (Eq. (3.48)) introduces new extrema close to the dis-
continuity. Applying the minmod-limiter to the slope as in Eq. (3.50) leads to a
reduction of the slope close to the discontinuity such that no new extrema arise.

solution (see Fig. 3.6) such that the finite volume method is not stable in the pres-
ence of discontinuities. Consequently, slope limiters have been developed to choose
the slope of the linear reconstruction function depending on the sizes of the jumps
between the i-th cell and its neighboring cells (e.g., [103]). In this thesis we only
present one of them, namely the minmod limiter

minmod(a, b) :=


a if |a| < |b| and ab > 0,

b if |b| < |a| and ab > 0,

0 if ab ≤ 0,

. (3.49)

for a, b ∈ R. We define the minmod-limited linear reconstruction by

P2minmodi
(
x; Q̂i−1, Q̂i, Q̂i+1

)
:= Qrec,P2minmod

i (x)

:= Q̂i + minmod
(
σLi , σ

R
i

)
(x− xi) (3.50)

with σLi , σ
R
i defined in Eqs. (3.46) and (3.47). The minmod limiter (Eq. (3.49))

chooses the more moderate slope to apply it in the linear reconstruction. In case
of an extremum, the slope is set to zero. This ensures that no oscillations are
introduced as is visualized in Fig. 3.6.

Higher order polynomial reconstruction as introduced in Section 3.4.1 also give
rise to spurious oscillations close to discontinuities. Popular approaches to limiting in
this case are based on the essentially non-oscillatory (ENO) reconstruction strategy
([82, 81]) which is the foundation for a large class of reconstruction methods. In an
m-th order accurate ENO scheme, degree m− 1 polynomials with different stencils
(e.g., some with left bias and some with right bias) are reconstructed and compared
to each other regarding their total variation. The polynomial which has the lowest
total variation (we refer to [103] for total variation) is chosen as reconstruction
polynomial. This allows to avoid reconstruction over discontinuities while using
a high order reconstruction. This strategy can still introduce spurious oscillations,
although they are usually small in practice. Unfortunately, the ENO procedure leads
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to a large stencil compared to the simple polynomial reconstruction introduced in
Section 3.4.1.

To recover this smaller stencil, weighted ENO (WENO) schemes have been in-
troduced in [115, 91] and later improved and extended in [5, 55]. Many modern
WENO-type schemes (e.g., [178, 172]) reconstruct polynomials of different order
using subsets of the stencil Si =

{
i− m−1

2
, . . . , i+ m−1

2

}
. The reconstructed states

are then given as a linear combination of all these polynomials using weights which
take small values if a discontinuity is in the polynomial’s reconstruction stencil. Fur-
thermore, the weights are defined such that the WENO procedure leads to an m-th
order accurate method on sufficiently smooth solutions.

Central WENO (CWENO) methods, which have been introduced in [105], are an
example for such methods (for further background on CWENO methods the reader
is referred to [107, 97, 47]). It can be beneficial that CWENO reconstruction yields
a polynomial which is defined in the whole cell and can be extended to neighboring
cells.5 The well-balanced methods we introduce in Sections 4.4 and 4.5 are based
on this property. In our numerical experiments in Section 4.6, we use the third
order accurate CWENO3 reconstruction introduced in [97], the fifth order accurate
CWENO5 reconstruction from [32] and the seventh order accurate CWENO7 recon-
struction from [47] for limited high order reconstruction. For limited second order
reconstruction we apply the minmod-limited linear reconstruction (3.50). We also
apply unlimited reconstruction (as defined in Eq. (3.48) and Section 3.4.1) in order
to illustrate the advantage of limiting.

3.4.2.1 Third Order Accurate Central Weighted Essentially Non-Oscillatory
Reconstruction

As an example for the CWENO methods applied in the numerical experiments in
this thesis, we present the CWENO3 method from [97] in the following. Assume
a uniform grid with cell size ∆x. For simplicity we define the coordinate x̄ :=
(x− xi)/∆x. The construction starts with the parabolic polynomial reconstruction
obtained as described in Section 3.4.1:

Popt = a0 + a1x̄+ a2x̄
2 (3.51)

with

a0 = Q̂i −
1

24

(
Q̂i+1 − 2Q̂i + Q̂i−1

)
, (3.52)

a1 =
1

2

(
Q̂i+1 − Q̂i−1

)
, and (3.53)

a2 = Q̂i+1 − 2Q̂i + Q̂i−1. (3.54)

Additionally, we define the one-sided linear reconstruction polynomials

PL(x̄) := Q̂i +
(
Q̂i − Q̂i−1

)
x̄ and (3.55)

PR(x̄) := Q̂i +
(
Q̂i+1 − Q̂i

)
x̄. (3.56)

5which is not provided in the original WENO method [115]
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The central parabola PC is defined via

PC(x̄) :=
1

CC

(Popt(x̄)− CLPL(x̄)− CRPR(x̄)) (3.57)

with the linear weights CL = CR = 1
4
, CC = 1

2
as in [97]. Note, however, that this

choice is not unique. The reconstruction polynomial shall then be defined by the
linear combination

PCWENO3(x̄) := ωLPL(x̄) + ωCPC(x̄) + ωRPR(x̄). (3.58)

The non-linear weights ωk (k ∈ {L,C,R}) have to satisfy ωL + ωC + ωR = 1 for
consistency. Additionally, ωk ≈ Ck should hold if the cell-averages Q̂j (j ∈ Si) belong
to a smooth solution, since the optimal polynomial Popt shall be recovered in this case
by the reconstruction polynomial PCWENO3. In order to avoid spurious oscillations,
ωk has to take a small value if Pk varies significantly stronger in space than at
least one of the remaining two polynomials on the right hand side of Eq. (3.58).
As in [91, 105, 106, 97], in order to obtain the required properties, we define the
non-linear-weights via

ωk :=
αk∑

l∈{L,C,R} αl
with αk :=

Ck
(ε+ ISk)

p for k ∈ {L,C,R} (3.59)

with the smoothness indicators

ISk =
2∑
l=1

∫
Ωk

(
P

(l)
k (x̄

)2

dx̄ for k ∈ {L,C,R}. (3.60)

Following [105, 97] we choose p = 2, which is a value that has been determined em-
pirically to yield good accuracy and stability. As suggested in [2] we use ε = K∆x2

for better convergence in the presence of discontinuities compared to a constant
choice of ε. It is also suggested in [2] to choose K dependent on the discrete solution
Q̂i (i ∈ I) in order to obtain a method that is independent of the scale (e.g., of the
physical dimension which is used to describe a quantity). However, in our numerical
experiments we choose K = 1 to avoid the evaluation of a global parameter. In
literature, a fixed value around ε ≈ 10−6 is often used (e.g., [105, 106], see discus-
sion in [2]), since it seems to yield sufficiently accurate results in practice. With the
choice of K = 1 we obtain this value for a grid with 1000 cells in the unit domain
Ω = [0, 1].

3.4.3 Reconstruction Variables

Depending on the properties a method is supposed to have, different sets of variables
can be reconstructed. Obviously, one can simply reconstruct conserved variables
qcons = q. In the case of the Euler system (2.19) or (2.34), it is also common to
reconstruct primitive variables qprim as defined in Eq. (2.24), especially, if the recon-
struction shall preserve positivity of density and pressure (see [132]). Characteristic
variables qchar = R(q)−1qcons (recall that R is the matrix of right eigenvectors of
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the flux Jacobian) can be reconstructed to support accurate shock capturing. Re-
construction of so-called scaled entropy variables can be used as a component in
the construction of high order (semi-discretely) entropy stable numerical methods
(e.g., [137, 138]).

To reconstruct a certain set of variables in the i-th cell, the cell-averaged con-
served states Q̂j for j ∈ Si have to be converted into cell-averaged states qother,
where qother = qprim, qchar, . . . is the set of variables which is reconstructed. A suffi-
ciently accurate conversion is easy to conduct in first and second order methods: It
is

q̂other = T (qcons) qcons
∧

= T (qcons(xi)) q
cons(xi) +O

(
h2
)

= T
(
q̂cons +O

(
h2
)) (

q̂cons +O
(
h2
))

+O
(
h2
)

= T (q̂cons) q̂cons +O
(
h2
)
, (3.61)

where T (q) := ∂qother(qcons)
∂qcons

∣∣∣
qcons=q

is the transformation matrix between the variable

systems. In Eq. (3.61) we used that cell-centered evaluation is a second order accu-
rate Gauß quadrature (see Section 3.5) and that T is at least Lipschitz continuous6.
A second order accurate conversion can thus be conducted by simply transforming
the cell-averaged quantities like point values.

For higher order methods, the procedure is more complicated: The states have to
be transformed on a number of quadrature points (see next section), which requires
reconstruction to obtain sufficiently high order accurate point values. The quadra-
ture yields then the transformed cell-average. In this thesis, however, this kind of
variable transform is only applied in first and second order accurate methods.

3.5 Quadrature Rules
In higher order methods, it is often necessary to integrate data in a cell in order to
obtain or convert cell-averages. In cases in which the integral cannot be computed
exactly, it has to be approximated using a quadrature rule. The so-called Gaussian
quadrature rules have been first introduced in 1815 by Gauß [71]. In 1826 Jacobi
[88] introduced their present-day form based on orthogonal polynomials.

Definition 3.5.1 (Gaussian quadrature rule). Let ξ1, . . . , ξn ∈ [−1, 1] and ω1, . . . , ωn ∈
R with n ∈ N. We call

Ix∈[−1,1] : C ([−1, 1],R)→ R, (3.62)

f 7→ Ix∈[−1,1] [f(x)] :=
n∑
i=1

ωif (ξi) , (3.63)

a Gaussian quadrature rule approximating the integral∫ 1

−1

f(x) dx (3.64)

6For the variable systems mentioned in this section the transformation T is smooth.
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if the equality

Ix∈[−1,1] [p(x)] =

∫ 1

−1

p(x) dx (3.65)

holds for any polynomial p with deg(p) ≤ 2n− 1. The ξi are then called quadrature
points and the ωi quadrature weights for i ∈ {1, . . . , n}.

A Gaussian quadrature rule is generalized to the interval [a, b] (a, b ∈ R, a < b)
using

Ix∈Ω [f(x)] :=
b− a

2

n∑
i=1

ωif (xi) with xi :=
a+ b

2
+
b− a

2
ξi. (3.66)

The existence of these quadrature rules is for example shown in [139]. It can also
be shown that this degree of accuracy is the maximal one for a quadrature formula
of the form (3.66) (e.g., [139], again).

Theorem 3.5.2. The average value f̂ of the function f ∈ C2n(Ω,R) over the interval
Ω ⊂ R is approximated by an n-point Gaussian quadrature rule with (2n)-th order
accuracy

Proof. Let h := b−a be the length and xc := a+b
2

the center of the interval Ω = [a, b].
From Taylor’s theorem we know that there exists a polynomial pf with deg(pf ) =
2n− 1 such that we can decompose

f(x) = pf (x) + g(x) (3.67)

with g(x) = O ((x− xc)2n). Applying an n-point Gaussian quadrature rule to ap-
proximate the cell-average yields

f̂ ≈ 1

h
Ix∈Ω [f(x)] =

1

h
Ix∈Ω [pf (x)] +

1

h
Ix∈Ω [g(x)] = p̂f +

1

h
Ix∈Ω [g(x)] , (3.68)

because the n-point Gaussian quadrature rule is linear in the argument (obvious from
Eq. (3.66)) and exact on the polynomial pf with deg (pf ) = 2n− 1. Furthermore, it
is

1

h
Ix∈Ω [g(x)] =

1

2

n∑
i=1

ωig

(
xc +

h

2
ξi

)
=

1

2

n∑
i=1

ωiO

((
h

2
ξi

)2n
)

=
1

2

n∑
i=1

ωiO
(
h2n
)

= O
(
h2n
)
. (3.69)

On the other hand, for the exact cell-average we have

f̂ = p̂f + ĝ (3.70)

and
ĝ = o

(
h2n
)

(3.71)

follows from g(x) = O ((x− xc)2n) = O (h2n) because of

ĝ

h2n
≤ h maxx∈Ω g(x)

h2n
→ 0 for h→ 0. (3.72)
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Collecting Eqs. (3.69) to (3.71) yields

f̂ =
1

h
Ix∈Ω [f(x)] +O

(
h2n
)
. (3.73)

It follows that a cell-average obtained using an n-point Gaussian quadrature rule
is m-th order accurate if n ≥ m

2
. Throughout this thesis, the phrase quadrature is

used analogously to Gaussian quadrature. It is convenient to give quadrature rules
for the interval Ω = [−1, 1], since a common convention helps to uniquely define
the numerical values ξi and ωi of normalized quadrature points and weights for
certain Gaussian quadrature rules. These quadrature rules are then extended to
general intervals as described in Definition 3.5.1. Examples of Gaussian quadrature
rules are Gauß-Legendre quadrature rules, which are based on Legendre polynomials
(e.g., [139]). In this thesis, we only use Gauß–Legendre quadrature rules. The
corresponding quadrature points and weights can be found in [135]. To vector-
valued functions the quadrature rules are applied component-wise.

3.6 Source Terms
In order to develop FV methods capable of providing approximate solutions for the
compressible Euler system with gravity, we add a source term to the residual (3.41)

Li
({
Q̂j

}
j∈Si

, t

)
:=

− 1

∆xi

[
F
(
QL
i+ 1

2
(t),QR

i+ 1
2
(t)
)
− F

(
QL
i− 1

2
(t),QR

i− 1
2
(t)
)]

+ Ŝi

({
Q̂j

}
j∈Si

, t

)
.

(3.74)

This section is concerned with finding a suitable discretization Ŝi of the cell-averaged
source term ŝi in the i-th cell.7 Since source terms model non-conservative influences
to the hyperbolic system, a source term discretization can be constructed without
respecting certain conservation properties. This allows straightforward discretiza-
tions of source terms. There is no unique approach, and in this section we just give
simple examples of general source term discretizations. The following theorem gives
an important assertion.

Theorem 3.6.1. The order of accuracy of the semi-discrete scheme

d

dt
Q̂i(t) = Li

({
Q̂j

}
j∈Si

, t

)
(3.75)

with the residual Li defined in Eq. (3.74) is given by the minimum of the order of
accuracy of the reconstruction method used to obtain the interface states and the
order of accuracy of the source term discretization.

7For brevity, we often write Ŝi or Ŝ(t) instead of Ŝi
({
Q̂j

}
j∈Si

, t

)
in the following.
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Proof. Obviously, the errors of the interface flux approximations and of the source
term discretization in the residual simply add up.

For first and second order accuracy it is sufficient to use the simple source term
discretization

Ŝcc
i (t) := Ŝcc

i

({
Q̂j

}
j∈Si

, t

)
:= s(Q̂i(t), xi, t) (3.76)

and for m-th order accuracy with m ≥ 3 odd, one option is to use

Ŝquad
i (t) := Ŝquad

i

({
Q̂j

}
j∈Si

, t

)
:=

1

∆x
Ix∈Ωi [s (Qrec

i (x, t), x, t)] , (3.77)

where Ix∈Ωi is an at least m-th order accurate quadrature rule as defined in Defini-
tion 3.5.1 and Qrec

i is obtained from an at least m-th order accurate reconstruction.

Theorem 3.6.2. The source term discretizations (3.76) and (3.77) are second and
m-th (m ≥ 3 odd) order accurate, respectively, in the sense that

Ŝcc
i ({q̂i} , t) =

1

∆xi

∫
Ωi

s(q(x, t), x, t) dx+O
(
h2
)

(3.78)

and
Ŝquad
i

(
{q̂j}j∈Si , t

)
=

1

∆xi

∫
Ωi

s(q(x, t), x, t) dx+O (hm) (3.79)

for sufficiently smooth solutions q.

Proof. Let us first consider Ŝquad
i . Since both the applied quadrature rule and the

reconstruction routine are at least m-th order accurate, we have

Ŝquad
i

(
{q̂j}j∈Si , t

)
=

1

∆xi

∫
Ωi

s(qrec
i (x, t), x, t) dx+O (hm)

=
1

∆xi

∫
Ωi

s(q(x, t), x, t) +O (hm) dx+O (hm)

=
1

∆xi

∫
Ωi

s(q(x, t), x, t) dx+O (hm) , (3.80)

where qrec
i (t) = Ri

(
x; {q̂j(t)}j∈Si

)
is obtained from cell-averaged values via the

reconstruction. Second order accuracy of Ŝcc
i can be derived in the same manner by

using linear reconstruction and a one-point Gauß-Legendre quadrature.

3.7 Runge–Kutta Methods
The semi-discrete scheme (3.75) forms a system of n×N coupled ODEs. It can be
evolved in time using standard ODE solvers. A well-known class of ODE solvers is
the class of Runge–Kutta (RK) methods (e.g., [19]; for classical reference [27, 28,
90, 29, 126]).
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Definition 3.7.1 (Runge–Kutta method). An s-stage RKmethod to obtain
{
Q̂n+1
i

}
i∈I

from
{
Q̂n
i

}
i∈I

can be written as

Q̂
(k)
i := Q̂n

i + ∆tn
s∑
l=1

aklLi
({
Q̂

(l)
j

}
j∈Si

, tn + cl∆t
n

)
, k ∈ {1, 2, . . . , s} (3.81)

Q̂n+1
i := Q̂n

i + ∆tn
s∑
l=1

blLi
({
Q̂

(l)
j

}
j∈Si

, tn + cl∆t
n

)
(3.82)

with s ∈ N, A = {akl}sk,l=1 ∈ Rs×s, b = (b1, . . . , bs) ∈ Rs, c = (c1, . . . , cs) ∈ Rs, and
the time step size ∆tn = tn+1 − tn.

An s-stage RK method is characterized by the quantities A, b, and c. Often, a
Butcher tableau

cT A
b

=

c1 a11 a12 · · · a1s

c2 a21 a22 · · · a2s
...

...
... . . . ...

cs as1 as2 · · · ass
b1 b2 · · · bs

(3.83)

is used to present them. The difference between explicit and implicit RK methods is
briefly discussed in the following. Some examples are given. For a deeper discussion
we refer the reader to [56] or [30].

3.7.1 Explicit Runge–Kutta Methods

Definition 3.7.2. An RK method, defined in Definition 3.7.1, is called explicit if
the matrix A is strictly lower triangular.

The Butcher tableau of an explicit s-stage RK method is given by

c1

c2 a21

c3 a31 a32
...

...
... . . .

cs as1 as2 · · · as,s−1

b1 b2 · · · bs−1 bs

. (3.84)

The advantage of explicit RK schemes is that each stage in Eq. (3.81) can be com-
puted independently in every cell. Explicit RK methods are computationally cheap
compared to implicit RK methods (i.e., RK methods satisfying Definition 3.7.1 but
not Definition 3.7.2), which require the use of iterative solvers (e.g., [30]).

A large variety of explicit RK methods with different properties has been de-
veloped in literature, also with focus on FV methods for Euler equations (e.g., [90,
170, 154, 153]). The simplest example of an explicit RK method is given by the for-
ward Euler method, which we already applied in the FV formulation of Godunov’s
method in Section 3.2. The corresponding Butcher tableau is

0
1
. (3.85)
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The forward Euler method (RK1) is first order accurate. In the numerical tests in
this thesis we also use the explicit third order RK method (RK3) from [98] given by
the Butcher tableau

0
1
2

1
2

1 1
2

1
2

1
2

1
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the explicit fifth order RK method (RK5) given by the Butcher tableau (e.g., [136])
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and the explicit tenth order, 17-stage RK method (RK10) from [62]. The coefficients
can also be found in [169].

In the first order finite volume method discussed in Section 3.2 there was a
restriction to the size of the time-step given by the reasoning that waves emerging
from different interfaces’ Riemann problems should not meet. We can write this in
the form of a CFL-condition

∆t = cCFL min
i∈I

 ∆xi

max
(
|λ|max

i− 1
2

, |λ|max
i+ 1

2

)
 ≤ CCFL min

i∈I

 ∆xi

max
(
|λ|max

i− 1
2

, |λ|max
i+ 1

2

)
 ,

(3.88)
where |λ|max

i+ 1
2

denotes the velocity of the fastest wave emerging from the Riemann
problem at the i + 1

2
interface. The maximal value of CCFL depends on the numer-

ical scheme. For the first order scheme from Section 3.2 the time-step is restricted
by CCFL = 1

2
. More general, in a RK-FV method evolved in time using the for-

ward Euler method, Eq. (3.88) with CCFL = 1
2
is a necessary condition for stability

(e.g., [103]). For other RK-methods, the value for CCFL can be different. For ex-
ample for the RK3 method we use in this article [98], we have CCFL = 1. For a
discussion of stability of semi-discrete schemes evolved in time using RK methods
we refer to [90, 108]. The parameter cCFL is included here, since Eq. (3.88) shows a
typical way, in which the time-step is actually determined in a numerical code. In
the numerical experiments in this thesis, we use cCFL = 0.4 for all methods except
RK3, where we choose cCFL = 0.9.
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3.8 Boundary Conditions
A hyperbolic PDE on a bounded domain not only requires initial conditions, but
also boundary conditions. Since FV methods evolve solutions on a bounded domain,
there is the need for numerical boundary conditions which mimic the analytical
boundary conditions given for the PDE. There are different techniques to realize
this. The most common approaches either define fluxes at the domain boundaries
(possibly taking the numerical data inside the domain into account) or add ghost
cells. Especially for higher order finite volume methods, ghost cell boundaries yield
the advantage that the scheme needs not to be modified close to the boundaries.
The ghost cell technique is described in the following.

Let us add Ngc ghost cells

Ω0, . . . ,Ω−Ngc+1 and ΩN+1, . . . ,ΩN+Ngc

adjacent to each domain boundary. We assign data

Q̂i for i ∈ {−Ngc + 1, . . . ,−0, N + 1, . . . , N +Ngc}

to the corresponding ghost cells which are used to compute the interface fluxes
on interfaces close to the domain boundary in the same way they are computed
inside the domain. The number Ngc of ghost cells is chosen depending on the
stencil of the reconstruction such that all interface fluxes, including F 1

2
and FN+ 1

2
,

can be computed without modification of the scheme. We additionally make the
assumption that N > 2Ngc, which is no relevant restriction in practice. In the
following we describe possible ways to fill the ghost cells with data. For a deeper
exploration of this topic we refer to [83].

Periodic boundary conditions To handle periodic boundary conditions, the
states in the ghost cells are set to the values

Q̂i = Q̂((i−1) mod N)+1. (3.89)

Dirichlet boundary conditions Dirichlet boundary conditions are usually mim-
icked in a straightforward way: The prescribed solution is directly written into
the ghost cells. However, whereas Dirichlet boundary conditions for a hyperbolic
system give the solution exclusively at the boundary (q(a, t) = qlower boundary(t),
q(b, t) = qupper boundary(t)), numerical Dirichlet boundary conditions give informa-
tion about the solution in the ghost cell layers

[
x−Ngc+ 1

2
, x 1

2

]
and

[
xN+ 1

2
, xN+Ngc+ 1

2

]
.

In practice, it is in many cases clear how to set these data. Even though in many of
our numerical tests it is practical to follow this approach, in general, it is not a suit-
able choice for hyperbolic systems: Due to their characteristic structure, waves do
not always require information from the boundaries, but some waves also travel into
the boundaries. Since this is not taken into account, Dirichlet boundary conditions
can effectively reflect waves and thus introduce unphysical artifacts.
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Wall boundary conditions Wall boundary conditions are used to mimic solid
walls which enclose the domain. Their setup depends on the system to be solved.
The basic idea is that the states are mirrored at the boundaries. For Euler equations,
for example, wall boundaries are given by setting

Q̂1−ι =

 ρ̂ι
− ˆ(ρu)ι
Êι

 and Q̂N+ι =

 ρ̂N+1−ι

− ˆ(ρu)N+1−ι
ÊN+1−ι

 (3.90)

for ι ∈ {1, . . . , Ngc}.

Extrapolation boundary conditions A simple approach for free boundary con-
ditions that support high order accuracy is to extrapolate the reconstructed states
from the first and the N -th cell to the ghost cells, i.e., we set

Q̂1−ι =
1

∆x1−ι

∫
Ω1−ι

Qrec
1 (x) dx and Q̂N+ι =

1

∆xN+ι

∫
ΩN+ι

Qrec
N (x) dx (3.91)

for ι ∈ {1, . . . , Ngc}. Note that these boundary conditions in practice reflect some
waves. For correct outflow boundaries one has to define outflow fluxes at the bound-
aries (e.g., [83]).



Chapter 4

Well-Balanced Finite Volume
Methods in One Spatial Dimension

As described in the previous chapter, FV methods are well-suited to approximate
solutions of systems of hyperbolic balance laws. However, in some cases the results
can be significantly improved by making the numerical method exact on certain
relevant stationary solutions.

The shallow-water system with non-flat bottom topography (see [103]), which
models water height and height-averaged velocity for waters like rivers, lakes, and
oceans, admit static solutions which describe resting waters with flat surface, the so-
called lake-at-rest solutions. Standard FV methods developed using the techniques
described in Chapter 3 introduce spatial discretization errors leading to spurious
flows. This makes it hard to resolve small perturbations and flows which are domi-
nated by the discretization error. Also, long-time simulations are much less reliable:
Even if a fine grid is used, discretization errors add up and eventually corrupt the
approximate solution. To cure this, so-called well-balanced methods have been devel-
oped, i.e., methods that are free of a discretization error on the considered stationary
solution. There is a rich literature (e.g., [18, 102, 25, 3], and references therein) on
methods which are well-balanced for the lake-at-rest solution including high order
methods (e.g., [122, 109, 173]). A third order accurate well-balanced active flux
method for shallow water equations has been developed in [6]. Other steady states
of the shallow water system include velocities and well-balanced methods capable
of exactly preserving these have been developed in [123, 119] and references therein.
The importance of numerical methods capable of exactly maintaining non-static sta-
tionary states has been pointed out in [176]. High order methods for shallow water
equations on non-flat manifolds have been developed in [37]. These methods can
take the earth’s surface geometry into account and are thus suitable for tsunami sim-
ulations. The two-layer and multi-layer shallow-water models have been developed
to provide some amount of vertical resolution of the flows. Since they also admit
the lake-at-rest solution and other, non-static, stationary solutions, well-balanced
methods for these models have been developed, e.g., in [23, 116]. In [166, 52, 24]
(and references therein), well-balanced schemes for the related Ripa model have been
introduced.

For the compressible Euler system with gravity, hydrostatic states are given via

43



44 4. Well-Balanced Finite Volume Methods in One Spatial Dimension

a differential equation as we have seen in Section 2.4.1. Due to this, hydrostatic
solutions are in general not unique, which adds an additional challenge to the de-
velopment of well-balanced methods for this system compared to the shallow water
system and related models, in which the static solutions can be described in the form
of an algebraic relation.1 Therefore, a strategy to choose the hydrostatic solution
which shall be well-balanced is required. In the following we try to categorize differ-
ent well-balanced methods for the Euler system with gravity into three categories,
knowing that this distinction is neither rigorous nor unique. However, it can help
to gain some understanding regarding the different approaches.

First approach: well-balancing classes of hydrostatic solutions The first –
and probably most classical – approach is to choose a certain class of hydrostatic so-
lutions and construct numerical methods that well-balance these exactly. Examples
for this approach are [34, 101, 104, 41, 72, 167, 17, 43, 69] (and references therein).
Higher order methods of this type are [175, 68]. Most of these methods are con-
structed to well-balance isothermal (see Eq. (2.36)), polytropic (see Eq. (2.37)), or
isentropic (i.e., solutions with constant entropy) hydrostatic solutions of the com-
pressible Euler system with gravity closed by an ideal gas law. A special case is [70],
since this method is not designed to balance hydrostatic solutions but a class of sta-
tionary solutions based on a balance between gravity and the centrifugal force which
appears as a source term if the Euler system is transformed to polar coordinates.

Second approach: well-balancing solutions known a priori While assuming
an ideal gas EoS and a certain structure of the hydrostatic solution is suitable for
some applications, it is not sufficient for others: In astrophysical simulations of
the interior of stellar objects, e.g., complex EoS have to be used including different
physical effects from classical, quantum, and relativistic physical theories (see [160]).
On the other hand, the underlying hydrostatic state of the star is often known a
priori in these simulations. For this type of application, the following approach can
be the most suitable: A well-balanced method is constructed that balances each
hydrostatic state, that is given to it explicitly, exactly. This approach allows to even
balance hydrostatic states that are not given in a closed form but as discrete data2
and it furthermore admits arbitrary EoS while still guaranteeing exact preservation
of the hydrostatic state. Second order methods of this type have been introduced
in [13, 15, 156] and higher order methods in [96, 14, 36]. Similar techniques can
be found in the context of numerical atmospheric modeling (e.g. [21, 74, 72]). The
well-balanced methods from [96, 14] are also capable of exactly preserving a priori
known non-static stationary states of the Euler system with gravity. The methods
in [14, 36] are developed for general hyperbolic balance laws (one-dimensional in
[36], multi-dimensional in [14]) and are thus not restricted to Euler equations. The
method [14] is the most general method of this type, since it allows to exactly follow

1Developing high order well-balanced methods for the shallow-water system, on the other hand,
includes challenges like a proper treatment of wet/dry (non-vacuum/vacuum) fronts inside cells,
which are not similarly relevant in the Euler system.

2Recall the example from Chapter 1, in which hydrostatic profiles for stars are obtained from
stellar evolution codes.
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any a priori known solution of any multi-dimensional system of hyperbolic balance
laws. This is one of the methods we discuss and test in this thesis in detail. The
second order method from [15] is also presented in this thesis, since the idea of [14]
originates in this method.

Third approach: well-balancing approximations to hydrostatic solutions
If the restrictions of the first approach can not be met but the solution which shall
be well-balanced is not known a priori, the third approach can yield the method of
choice. Hydrostatic solutions are in some way approximated from the cell-averaged
states in each step of the numerical method and this approximation is well-balanced.
Well-balanced methods of this type have been developed in [92, 94, 171, 78] (second
order approximations) and [63, 12] (high order approximations) for the full Euler
system with gravity source term. In this thesis we present two methods from [12].
The well-balanced methods following this approach are usually very flexibility, but
the well-balancing is not exact in general. For the methods in [92, 94], however,
cases can be identified in which the approximation of the hydrostatic state coincide
with the exact hydrostatic state. In this sense, they can also be seen as methods of
the first approach. On the other hand, assuming a certain type of hydrostatic state
in each cell gives an approximation of the actual hydrostatic state. In that sense
all the methods following the first approach can be seen as methods from the third
approach. The main difference is then that the methods [92, 94] can be applied for
general EoS. Recently, a well-balanced active flux method for a linear system with
gravity source term has been developed in [7] which follows the approach described
in this paragraph. The hydrostatic states of this system are the same as for the
compressible Euler system with gravity.

The scientific contribution of the methods discussed in this thesis In
this thesis we discuss four well-balanced methods. The first one, which we refer to
as α-β method (Sections 4.2 and 6.1), has already been introduced in the master
thesis [11] and published in [13, 15]. It is, to the author’s knowledge, the first well-
balanced finite volume method for the compressible Euler equations that was capable
of balancing any hydrostatic state exactly. Based on the same idea, the Deviation
method [14] has been constructed (Sections 4.3 and 6.2). This simple well-balancing
modification enables a finite volume scheme to exactly follow any given solution of
any multi-dimensional system of hyperbolic conservation or balance laws. Thus, it
proposes a unified approach to well-balancing, that can be followed even for newly
developed models, since it does not exploit any specific structure besides the finite
volume structure. To the author’s knowledge, the Deviation method is the most
general well-balanced method for hyperbolic systems that is available in literature.
The method introduced in [130] by Pareschi exactly balances any stationary solu-
tion in any semi-discrete numerical method for a PDE. Our Deviation method can,
for hyperbolic systems, additionally follow time-dependent solution. Also, since our
method only reconstructs deviations instead of the full solution, it significantly re-
duces diffusion close the target solution which is chosen to be followed exactly. The
α-β and the Deviation method both follow the second approach as discussed above.

In order to well-balance general hydrostatic solutions of the compressible Euler
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system without any a priori knowledge regarding their structure, the Discretely Well-
Balanced and Local Approximation methods (Sections 4.4, 4.5 and 6.3) have been
developed in [12] as methods following the third approach. These methods can be
seen as the next generalization step in the series of the methods [92, 93, 94, 78]. The
Discretely Well-Balanced and Local Approximation method are high order accurate,
such as [78]. The local hydrostatic approximation which is balanced in [78] is based
on the assumption of constant entropy, which we overcome in the Discretely Well-
Balanced and Local Approximation method.

Techniques to achieve well-balancing Different techniques have been applied
to achieve the well-balanced property for a numerical method. Well-balanced meth-
ods based on relaxation have been developed, e.g., in [50, 51, 156]. The path-
conservative approach to well-balancing has been applied in [129, 35, 70] and refer-
ences therein.

A classical way to achieve well-balancing is using the equilibrium preserving re-
construction technique. [3] is an early method of this type for the shallow water
system (surface reconstruction). For Euler equations, this technique has for exam-
ple been used in [13, 15, 41, 43, 72, 96, 167] (hydrostatic reconstruction). Since all of
the methods we discuss in detail in this thesis ([15, 14, 16]) are based on equilibrium
preserving reconstructions, we explain this concept in the following section.

4.1 Equilibrium Preserving Reconstruction
In this section we discuss the equilibrium preserving reconstruction technique, which
can be used to construct well-balanced methods. In the context of the lake-at-rest
solution of the shallow-water equations, this approach is called surface reconstruc-
tion, since basically the water surface level is reconstructed instead of the water
height. In the context of Euler equations it is usually called hydrostatic reconstruc-
tion if it is applied to reconstruct deviations from a hydrostatic state. First, in
Section 4.1.1 we present the basic principle using the example of a scalar balance
law. Then, in Section 4.1.2, we discuss the question, how it can be applied to the
one-dimensional compressible Euler system with gravity source term.

4.1.1 The Basic Idea of an Equilibrium Preserving Recon-
struction

Let us explain the basic idea for a scalar balance law

∂tq(x, t) + ∂xf(q(x, t)) = s(q(x, t), x). (4.1)

Assume the balance law in (4.1) has a smooth stationary solution qeq, i.e., the
relation

∂xf(qeq(x)) = s(qeq(x), x) (4.2)

holds. Now, we want to construct a semi-discrete scheme

d

dt
Q̂i = − 1

∆xi

[
F
(
QL
i+ 1

2
(t), QR

i+ 1
2
(t)
)
− F

(
QL
i− 1

2
(t), QR

i− 1
2
(t)
)]

+ Ŝi (4.3)
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Figure 4.1: The stationary solution qeq (left panel) is reconstructed using a linear
reconstruction directly on the cell averages q̂eq (green lines in the right panel). Green
crosses and circles denote interface values left and right of the interface.

that satisfies the discrete equivalent of Eq. (4.2) for the cell-averages q̂eq of the
stationary solution.

Standard reconstruction A standard method can in general not maintain the
stationary solution exactly, since the discretization introduces spurious errors. The
numerical flux, for example, is in general different from the physical flux. Due to
the consistency condition Definition 3.3.1 (i), however, the physical flux is recovered
if the interface values, at which the numerical flux function is computed, coincide.
This can usually not be achieved with a standard reconstruction. Let us denote
this reconstruction with R. The reconstruction Rq̂eq of the cell-averaged stationary
solution is visualized in Fig. 4.1 for the example of the piecewise linear reconstruction
defined in Eq. (3.48).

Equilibrium preserving reconstruction An equilibrium preserving reconstruc-
tion is designed for this purpose. Let T = T (x) : R → R be a potentially space-
dependent transformation, that transforms qeq to a constant function, i.e., T qeq ≡ c
for some c ∈ R. The equilibrium preserving reconstruction is then defined as
Req := T −1RT . In Fig. 4.2, the reconstruction process Reqq̂eq is visualized.3 Note
that the reconstruction of the constant states T qeq is exact due to the consistency
condition (Eq. (3.34)) for reconstruction methods. This leads to Reqqeq = qeq.
Hence, due to F

(
qeq
(
xi+ 1

2

)
, qeq

(
xi+ 1

2

))
= f

(
qeq
(
xi+ 1

2

))
, the scheme (4.3) re-

duces to
d

dt
q̂eqi = − 1

∆xi

[
f
(
qeq
(
xi+ 1

2

))
− f

(
qeq
(
xi− 1

2

))]
+ Ŝi (4.4)

if it is applied to the equilibrium state.

3Let us for simplicity of the notation just define T q̂ := ˆ(T q) without adding a new notation for
the discrete transformation. For an actual application of the method, a different definition has to
be used.
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Figure 4.2: The stationary solution qeq (top left panel) is transformed to the equi-
librium variable (top right panel). A linear reconstruction is applied in equilibrium
variables (green lines in bottom left panel) and transformed back to the standard
description (bottom right panel). Green crosses and circles denote interface values
left and right of the interface.
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Figure 4.3: Top left: A smooth perturbation is added to the stationary state. The
resulting function is just called q for brevity. Top right: Result of a linear recon-
struction directly applied to q̂. Bottom left: Linear reconstruction applied to the
cell-averaged perturbation T q̂. Bottom right: Result of the equilibrium preserving
reconstruction Reqq̂ = T −1RT q̂. Green crosses and circles denote interface values
left and right of the interface.

Source term The only thing remaining is to define the source term such that it
cancels the fluxes at the stationary state, i.e.,

Ŝ (q̂eq) =
1

∆xi

[
f
(
qeq
(
xi+ 1

2

))
− f

(
qeq
(
xi− 1

2

))]
, (4.5)

which leads to
d

dt
q̂eqi = 0 (4.6)

for the numerical method. Hence, the method is well-balanced, i.e., it maintains the
stationary solution without discretization error.

Evolving perturbations The well-balanced property, as described above, does
not seem very exciting: For stationary solutions, we design the method to do noth-
ing. To do nothing, a numerical method is not necessary. However, the idea behind
well-balancing is different: Often, small perturbations to a stationary solution have
to be evolved in time. If a standard method is used, the discretization errors on
the stationary state might be larger than the perturbation that is considered. We
expect the well-balanced method to be more accurate on perturbations than the
standard method. In Fig. 4.3 we demonstrate the difference between the standard
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reconstruction and the equilibrium preserving reconstruction, if there is a perturba-
tion on the stationary state. Note, that the equilibrium preserving reconstruction is
more accurate on the perturbation. The smaller the (smooth) perturbation is, the
stronger this effect can be expected to be.

In Figs. 4.1 to 4.3 we used the linear reconstruction define in Eq. (3.48) and the
simple transformation T q = q − qeq.

4.1.2 Hydrostatic Reconstruction for Euler Equations with
Gravity

If this technique shall be applied to the compressible Euler equations with gravity
source term in order to balance hydrostatic states, a hydrostatic reconstruction has
to be applied at least to the gas pressure. Hydrostatic solutions – speaking in prim-
itive variables – only involve density and pressure, while the velocity is zero anyway.
Discontinuities in the density can be admitted in the hydrostatic reconstruction, if
the numerical flux which is used in the method satisfies the contact property Defi-
nition 3.3.2. To also use numerical fluxes which do not satisfy the contact property,
also the density has to be reconstructed in a hydrostatic way. In this thesis we
discuss four different well-balanced methods in Sections 4.2 to 4.5. The α-β method
(Section 4.2) and the Deviation method (Section 4.3) reconstruct as well pressure
as density in a hydrostatic way. The Discretely Well-Balanced (Section 4.4) and Lo-
cal Approximation method (Section 4.5) only use a hydrostatic reconstruction for
the pressure, which means that they rely on the contact property of the numerical
flux that is applied.

4.2 The α-β Method
The well-balanced method discussed in this section has been developed in the master
thesis [11] and published in [13]. We repeat it here, since the method introduced
in Section 4.3 is based on a modification of this approach that allows for a higher
versatility and higher order of accuracy. In the discussion of the α-β method in this
thesis we add new details such as a formal proof of the second order accuracy of the
method.

4.2.1 Description of the α-β Method

Consider a hydrostatic solution (ρ, u, p) = (α, 0, β) described by the functions α :
Ω→ R+ and β ∈ C1 (Ω,R+), which satisfy the hydrostatic equation (2.35), i.e.,

β′(x) = α(x)g(x) or g(x) =
β′(x)

α(x)
. (4.7)

In the numerical method Eq. (3.75) for the one-dimensional compressible Euler
equations with gravity source term (2.34) we apply the following modifications:
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Reconstruction For each x ∈ Ω we define the transformation

T α-βx : R+ × R× R+ → R+ × R× R+, (4.8)

T α-βx (q) :=

 1
α(x)

0 0

0 1 0
0 0 1

β(x)

 ∂qprim

∂qcons

∣∣∣∣
q

q. (4.9)

Let R be a consistent reconstruction as defined in Definition 3.4.1. The values at
the i+ 1

2
interface are then obtained by the reconstruction Rα-β :=

(
T α-β

)−1RT α-β,
i.e.,

QL
i+ 1

2
:=

(
T α-βx

i+1
2

)−1(
Ri

(
xi+ 1

2
;
{
T α-βxj

(
Q̂j

)}
j∈Si

))
(4.10)

QR
i+ 1

2
:=

(
T α-βx

i+1
2

)−1(
Ri+1

(
xi+ 1

2
;
{
T α-βxj

(
Q̂j

)}
j∈Si+1

))
(4.11)

Remark 4.2.1. The transformation applied to conserved quantities yields

T α-β
x

(
(ρ(x), ρu(x), E(x))T

)
=

(
ρ(x)

α(x)
, u(x),

p(x)

β(x)

)T
. (4.12)

The conserved quantities qhs belonging to the hydrostatic solution (ρ, u, p) = (α, 0, β)
are mapped to the constant state

T α-β
x

(
qhs(x)

)
= (1, 0, 1)T (4.13)

by the transformation. Hence, the reconstruction
(
T α-β

)−1RT α-β is an equilibrium
reconstruction as explained in Section 4.1.1.4

Source term discretization Using Eq. (4.7), we can write the source term of
the momentum equation as

sρu(x, t) =
β′(x)

α(x)
ρ(x, t). (4.14)

To discretize Eq. (4.14) in the i-th cell we choose

Ŝρu,α-βi (t) :=
βi+ 1

2
− βi− 1

2

∆xi

ρ̂i(t)

αi
=

1

∆xi

∫
Ωi

sρu(x, t) dx+O
(
(∆x)2

)
, (4.15)

where αi, βi are the cell-centered values of α, β and αi+ 1
2
, βi+ 1

2
are the interface values

at the i+ 1
2
interface. The approximation of the source term cell average in then

Ŝα-βi (t) :=

 0

Ŝρu,α-βi (t)
ρ̂ui
ρ̂i
Ŝρu,α-βi (t)

 , (4.16)

which is a second order accurate discretization of the cell-averaged source term.
4In Section 4.1.1, an equilibrium reconstruction has been explained for scalar states. However,

the extension to systems seems to be quite obvious.
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4.2.2 Properties of the α-β Method

We now state the basic results on the accuracy and well-balanced property of the
α-β method described above.

4.2.2.1 Order of Accuracy

Theorem 4.2.2. Consider the finite volume scheme (3.75), for which the interface
values have been obtained with a reconstruction as described in Eqs. (4.10) and (4.11)
and with the source term discretization as defined in Eq. (4.16) based on the func-
tions α ∈ C2(Ω,R+) and β ∈ C3(Ω,R+). This semi-discrete scheme is second order
accurate in space, if the reconstruction R underlying the hydrostatic reconstruction
Rα-β is second order accurate.

Proof. Let q be a sufficiently smooth solution. First, we show that the source term
approximation Ŝα-βi is second order accurate. We have

1

∆xi

∫
Ωi

ŝρu(q(x, t), x) dx = sρu(q(xi, t), x) +O
(
h2
)

(4.17)

and

sρu(q(xi, t), x) = −ρ(xi, t)g(xi)
Eq. (4.7)

= ρ(xi, t)
β′(xi)

α (xi)

= ρ̂i(t)
βi+ 1

2
− βi− 1

2

αi
+O

(
h2
)
. (4.18)

Combining Eqs. (4.17) and (4.18) yields

Ŝρu,α-βi (t) =
1

∆xi

∫
Ωi

ŝρu(q(x, t), x) dx+O
(
h2
)
. (4.19)

For the energy source term we have

ŜE,α-βi (t) =
ρ̂ui(t)

ρ̂i(t)
Ŝρu,α-βi (t) =

ρu(xi, t)

ρ(xi, t)
Ŝρu,α-βi (t) +O

(
h2
)

Eq. (4.18)
=

ρu(xi, t)

ρ(xi, t)
sρu(xi, t) +O

(
h2
)

=

∫
Ωi

ρu(x, t)

ρ(x, t)
sρu(x, t) dx+O

(
h2
)

=

∫
Ωi

sE(x, t) dx+O
(
h2
)
. (4.20)

Hence, we have Ŝα-βi (t) = 1
∆xi

∫
Ωi
s(q(x, t), x) dx + O (h2). Now, we show that the

hydrostatic reconstruction is second order accurate: First, note that

1

∆xi

∫
Ωi

T α-βx (q(x, t)) dx = T α-βxi
(q̂i(t)) +O

(
h2
)
, (4.21)
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which is shown in Appendix B.2. The reconstruction R is assumed to be second or-

der accurate in Theorem 4.2.2. The back-transformation
(
T α-βx

i+1
2

)−1

of the interface

values transports the second order error (see Appendix B.2). In total the hydro-
static reconstruction is second order accurate. This makes the method described in
Theorem 4.2.2 second order accurate.

4.2.2.2 Well-Balanced Property

Theorem 4.2.3. Consider the finite volume scheme (3.75), for which the interface
values have been obtained with a reconstruction as described in Eqs. (4.10) and (4.11)
and with the source term discretization as defined in Eq. (4.16). This scheme is
well-balanced in the sense that d

dt
Q̂hs
i = 0 follows for any initial data Q̂hs

i that satisfy
T α-β
xi

(Q̂hs
i ) = (a, 0, a)T for some constants a > 0 independent from i. In other words,

the relations

ρ̂hs
i

αi
=
phs
i

βi
= const., ρ̂uhs

i = 0 (4.22)

with phs
i := pEoS

(
ρ̂hs
i , Ê

hs
i −

(ρ̂uhsi )
2

ρ̂hsi

)
lead to a vanishing residual.

Proof. Since it is true by construction of the method, Theorem 4.2.3 is straight-
forward to show: A simple computation can verify that the relations in Eq. (4.22)
are equivalent to T α-βx (Q̂hs

i ) = (a, 0, a)T for some a > 0. Using this relation and
Eqs. (4.10) and (4.11) we find that(

Qhs
i+ 1

2

)L
=

(
T α-βx

i+1
2

)−1(
Ri

(
xi+ 1

2
;
{
T α-βxj

(
Q̂hs
j

)}
j∈Si

))
=

(
T α-βx

i+1
2

)−1(
Ri

(
xi+ 1

2
;
{

(a, 0, a)T
}
j∈Si

))
=

(
T α-βx

i+1
2

)−1 (
(a, 0, a)T

)
=

(
T α-βx

i+1
2

)−1(
Ri+1

(
xi+ 1

2
;
{

(a, 0, a)T
}
j∈Si+1

))
=

(
T α-βx

i+1
2

)−1(
Ri+1

(
xi+ 1

2
;
{
T α-βxj

(
Q̂hs
j

)}
j∈Si+1

))
=
(
Qhs
i+ 1

2

)R
=: Qhs

i+ 1
2
. (4.23)
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Hence, the numerical flux at the i+ 1
2
interface is

F hs
i+ 1

2
:= F

((
Qhs
i+ 1

2

)L
,
(
Qhs
i+ 1

2

)R)
= f

(
Qhs
i+ 1

2

)
= f

((
T α-βx

i+1
2

)−1 (
(a, 0, a)T

))

= f

 ∂qcons

∂qprim

∣∣∣∣
Qhs

i+1
2

aαi+ 1
2

0
aβi+ 1

2

 =

 0
aβi+ 1

2

0

 (4.24)

Equation (4.16) together with Eq. (4.24) yields

Ŝhs
i := Ŝα-βi

∣∣∣
Q̂hs
i

=

 0
β
i+1

2
−β

i− 1
2

∆xi

ρ̂hsi
αi

0

 =

 0
β
i+1

2
−β

i− 1
2

∆xi
a

0


=

1

∆xi

 0
aβi+ 1

2

0

−
 0
aβi− 1

2

0

 =
1

∆xi

(
F hs
i+ 1

2
− F hs

i− 1
2

)
, (4.25)

i.e., d
dt
Q̂hs
i = 0 from Eq. (3.75).

4.2.2.3 Scope

Equation (4.22) actually describes a second order discretization to the hydrostatic
state. However, since this approximation consists of local discretizations in each cell
of a global hydrostatic solution, we will still say that the well-balanced method is
exact. An example of a discrete hydrostatic state that has to be seen in a different
light is given in Section 4.4.

Remark 4.2.4. Theorem 4.2.3 is a general result in the sense that we have not
made any assumptions on the EoS or on the type of gravitational field. It holds for
any consistent numerical flux and reconstruction scheme applied to obtain the cell
interface values.

4.3 The Deviation Method
The method described in this section (and in [14]) has been developed in the effort
of extending the α-β method described in Section 4.2 to more general systems. The
α-β method uses the structure of the Euler equations (2.34) and their solutions. This
specific transformation to hydrostatic variables is only possible due to the positivity
of ρ and p. To use a similar hydrostatic reconstruction for example for static states
of the ideal MHD equations which involve magnetic fields, it has to be modified:
Magnetic fields are not restricted to positive values in all the components. This led to
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the idea of using subtraction instead of division in the hydrostatic reconstruction.
The following method, which we believe is the most general well-balanced finite
volume method in literature that assumes a priori knowledge of the target solution,
is the result.

4.3.1 Description of the Deviation Method

Assume the one-dimensional system of hyperbolic balance laws

∂tq(x, t) + ∂xf(q(x, t)) = s(q(x, t), x). (4.26)

Let q̃ be a given smooth solution of Eq. (4.26), i.e.,

∂tq̃(x, t) + ∂xf(q̃(x, t)) = s(q̃(x, t), x) (4.27)

holds. The difference of these equations can be written in the form

∂t∆q(x, t) + ∂x (f (q̃(x, t) + ∆q(x, t))− f (q̃(x, t)))

= s(q̃(x, t) + ∆q(x, t), x)− s(q̃(x, t), x) (4.28)

if we formulate it with respect to the target solution q̃ and the deviation

∆q := q − q̃. (4.29)

Averaging Eq. (4.28) in Ωi yields

d

dt
(∆q̂i(t)) =− 1

∆xi

[ (
f((∆q + q̃)(xi+ 1

2
, t))− f(q̃(xi+ 1

2
, t))
)

−
(
f((∆q + q̃)(xi− 1

2
, t))− f(q̃(xi− 1

2
, t))
) ]

+
1

∆xi

∫ x
i+1

2

x
i− 1

2

s((∆q + q̃)(x, t), x, t)− s(q̃(x, t), x, t) dx. (4.30)

The semi-discrete scheme to evolve the approximation ∆Q̂i to the cell-average de-
viation ∆q̂i := q̂i − ˆ̃qi is then obtained using standard discretization techniques. It
takes the form

d

dt

(
∆Q̂i(t)

)
=− 1

∆xi

[
∆F

(
∆QL

i+ 1
2
(t),∆QR

i+ 1
2
(t), q̃(xi+ 1

2
, t)
)

−∆F
(

∆QL
i− 1

2
(t),∆QR

i− 1
2
(t), q̃(xi− 1

2
, t)
) ]

+ ∆Si ((∆Q)rec
i , q̃, t) (4.31)

with

∆F
(
∆QL,∆QR, q̃

)
: = F (∆QL + q̃,∆QR + q̃)− f(q̃), (4.32)

where F is a numerical flux function consistent with f and the functions (∆Q)rec
i

of reconstructed states are obtained using an m-th order accurate consistent con-
servative reconstruction on the cell average deviations ∆Q̂i. The interface values
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∆QL/R are computed from Qrec
i . The discretization of the source term difference

∆S is defined via

∆Si(∆q, q̃, t) : = Si(∆q + q̃, t)− Si(q̃, t), (4.33)

where
Si(q, t) =

1

∆xi

∫ x
i+1

2

x
i− 1

2

s(q(x, t), x, t) dx+O (hm) (4.34)

is some m-th order accurate source term discretization.

4.3.2 Properties of the Deviation Method

In the following we discuss some fundamental properties of the Deviation method.

4.3.2.1 Accuracy

Theorem 4.3.1. The semi-discrete scheme (4.31) is consistent and m-th order
accurate in space.
Proof. Let q be a smooth solution of Eq. (4.26), where we denote the deviations
from the target state with ∆q = q − q̃. Since the reconstruction is m-th order
accurate we have

∆Qrec
i (x) = Ri

(
x; {∆q̂j}j∈Si

)
= ∆q(x) +O (hm) for x ∈ Ωi. (4.35)

Consequently, for the interface values we have ∆Q
L/R

i+ 1
2

= ∆q(xi+ 1
2
) +O (hm). Since

the numerical flux is Lipschitz continuous and consistent, the following holds:

∆F
(

∆QL
i+ 1

2
,∆QR

i+ 1
2
, q̃i+ 1

2

)
= F (∆QL

i+ 1
2

+ q̃i+ 1
2
,∆QR

i+ 1
2

+ q̃i+ 1
2
)− f(q̃i+ 1

2
)

= F (∆qi+ 1
2

+ q̃i+ 1
2

+O (hm) ,∆qi+ 1
2

+ q̃i+ 1
2

+O (hm))− f(q̃i+ 1
2
)

= F (∆qi+ 1
2

+ q̃i+ 1
2
,∆qi+ 1

2
+ q̃i+ 1

2
)− f(q̃i+ 1

2
) +O (hm)

= f(∆qi+ 1
2

+ q̃i+ 1
2
)− f(q̃i+ 1

2
) +O (hm) . (4.36)

The source term discretization Si is m-th order accurate by definition of the method
in Section 4.3.1. This leads to

∆Si(∆q, q̃, t) = Si(∆Q
rec
i + q̃, t)− Si(q̃, t) = Si(∆q + q̃ +O (hm) , t)− Si(q̃, t)

=
1

∆xi

∫
Ωi

s((∆q + q̃)(x, t), x, t)− s(q̃(x, t), x, t) +O (hm) dx+O (hm)

=
1

∆xi

∫
Ωi

s((∆q + q̃)(x, t), x, t)− s(q̃(x, t), x, t) dx+O (hm) . (4.37)

Since the fluxes and source term are approximated to m-th order in space, the
semi-discrete scheme (4.31) is m-th order accurate in space.
Corollary 4.3.2 (Accuracy of the deviation method). The semi-discrete scheme
(4.31), interpreted as a method to evolve Q̂i = ˆ̃qi + ∆Q̂i, is m-th order accurate in
space.
Proof. Corollary 4.3.2 follows directly from Theorem 4.3.1 and the relation d

dt
∆q̂i =

d
dt
q̂i − d

dt
ˆ̃qi.
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4.3.2.2 Well-Balanced Property

Theorem 4.3.3. The semi-discrete scheme (4.31) maintains the zero state, i.e., the
initial conditions ∆Qi(t = 0) = 0 for all i ∈ I lead to ∆Qi(t) = 0 for all times
t > 0.

Proof. The theorem can be shown by simple computation: Let ∆Q̂i = 0 for all
i ∈ I. Due to the consistency of the reconstruction, the reconstructed states

∆Qrec
i (x) = Ri

(
x;
{

∆Q̂j

}
j∈Si

)
= Ri

(
x; {0}j∈Si

)
= 0 (4.38)

vanish. This includes ∆Q
L/R

i+ 1
2

= 0. The flux difference discretization is hence

∆F
(

∆QL
i+ 1

2
,∆QR

i+ 1
2
, q̃i+ 1

2

)
= F (∆QL

i+ 1
2

+ q̃i+ 1
2
,∆QR

i+ 1
2

+ q̃i+ 1
2
)− f(q̃i+ 1

2
)

= F (q̃i+ 1
2
, q̃i+ 1

2
)− f(q̃i+ 1

2
)

(∗)
= f(q̃i+ 1

2
)− f(q̃i+ 1

2
) = 0, (4.39)

where (∗) holds because of the consistency of the numerical flux F . We use the
notation qi+ 1

2
:= q

(
xi+ 1

2
, t
)
. For the source term difference we find

∆Si ((∆Q)rec
i , q̃, t) = ∆Si (0, q̃, t)

Eq. (4.34)
= Si (q̃, t)− Si (q̃, t) = 0. (4.40)

Plugging Eqs. (4.39) and (4.40) into Eq. (4.31) yields d
dt

∆Q̂ = 0.

Corollary 4.3.4 (Well-balanced property of the Deviation method). The semi-
discrete scheme Eq. (4.31), interpreted as a method to evolve Q̂i = ˆ̃qi + ∆Q̂i, is
well-balanced in the sense that Q̂i(t = 0) = ˆ̃qi(t = 0) implies Q̂i(t) = ˆ̃qi(t) for all
times t > 0.

Proof. Corollary 4.3.4 follows directly from Theorem 4.3.3.

4.3.2.3 Scope

Note that the well-balanced property of the Deviation method (Corollary 4.3.4) is
even more general than the one for the α-β method (Theorem 4.2.3). For example,
the α-β method is constructed to balance hydrostatic solutions of the compressible
Euler equations with gravity. The Deviation method is not restricted to hydrostatic
solutions. The target solution q̃ can also be a non-static stationary state or a
time-dependent solution of Eq. (4.26). In the following we provide some remarks
regarding the simplicity and versatility of the Deviation method, which have been
published in [14] in the same or a similar form (Remarks 4.3.5-4.3.8).

Remark 4.3.5. The target solution in the Deviation method can very well be time-
dependent. This does not change the consistency, accuracy, or the well-balanced
property formulated in Corollaries 4.3.2 and 4.3.4. Thus, we use the phrase “well-
balancing” in a wider sense than it is typically used.
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Even more, Eq. (4.26) can describe any hyperbolic balance law, which means,
that the Deviation method is not restricted to the compressible Euler equations.
Other examples of hyperbolic balance laws, for which it could be used, are ideal
MHD equations with gravity or shallow water equations.

If the method is applied to balance a stationary state, it can be structured in a
different way:

Remark 4.3.6. If a stationary solution is chosen as target solution (which is the
case for classical well-balancing applications), the time derivative of the target solu-
tion vanishes by definition. This leads to d

dt
Qi = d

dt
(∆Qi). The described method

can then also be used to directly evolve the Qi in time instead of ∆Qi. For that
the scheme can be adapted by just substituting all ∆Q terms with the corresponding
Q− Q̃ terms. The reconstruction has then to be applied on the states Q− Q̃.

In this case, it is easy to see the similarity in the basic idea behind the α-β method
and the Deviation method. In both cases, a hydrostatic reconstruction is applied and
the source term is defined such that the residual cancels in the hydrostatic/stationary
case, which is balanced by the scheme. Also, the source term discretization can be
simplified, if the Deviation method is applied for compressible Euler equations with
gravity.

Remark 4.3.7. Note that

s((q̃ + ∆q)(x, t), x, t)− s(q̃(x, t), x, t) = s(∆q(x, t), x, t) (4.41)

if the source term s in Eq. (4.26) is linear in the first argument. In the case of
linearity of the corresponding source term discretizations Si, this relation also holds
for the discretized source terms. This is the case for the gravitational source term in
Euler or ideal MHD equations and the bottom topography source term in the shallow
water equations.

This further simplifies the implementation of the method to an existing code.
Also, the following can be useful in some applications.

Remark 4.3.8. Our well-balanced method can even be beneficially applied if there
is no source term. Applications could include stationary solutions based on vorticity
in multi-dimensional simulations. Corresponding numerical tests are presented in
Sections 6.4.5 and 6.4.6.

In Section 4.3.1 we assume the target solution to be smooth. This is not required
for the well-balanced property of the method. However, removing the restriction
would have some implications.

Remark 4.3.9. The target solution q̃ is assumed to be smooth in Section 4.3.1.
Note, that the well-balanced property also holds if the target solution is not smooth.
However, for non-smooth target solutions we cannot expect the method to be high
order accurate. Since the exact flux of the target solution at the interface is computed,
the target solution has to be continuous. Discontinuous target solutions could in
principle be used if a numerical two-state flux is applied at the target state interface
values instead of the exact flux. This would make the method slower and more
diffusive. This modification is not treated in this thesis.
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In Section 3.4.3 we discussed the possibility to reconstruct in different sets of
variables in order to obtain different properties for the full scheme. This is also
possible for the Deviation method.

Remark 4.3.10. To reconstruct the deviations from the target solution in another
set of variables, one can transform both the cell-averaged target solution ˆ̃q and the
cell-averaged states q̂ = ˆ̃q + ˆ(∆q) to the other set of variables ˆ̃qother, q̂other using
a sufficiently high order accurate variable transform. The cell-averaged deviations

ˆ(∆q)
other

= q̂other − ˆ̃qother in the other set of variables are then reconstructed. The
reconstructed states can be transformed back to conserved variables in a point-wise
manner.

This is applied in the tests presented in Sections 6.4.2 and 6.4.7 and in numerical
experiments shown in [58].

4.4 The Discretely Well-Balanced Method
While the two methods introduced above in Sections 4.2 and 4.3 are exact on any
hydrostatic solution5, there is still one disadvantage, namely, that the target solution
has to be defined before applying the method. This requires a priori knowledge. This
knowledge is available in a wide range of practical applications. However, there are
also examples, in which the target solution is not clear: Consider for example a
simulation of a star (modeled using compressible Euler equations with gravity),
which is in a dynamical state and settles in some hydrostatic solution subject to
self-gravity. In this case, it might be challenging to apply the α-β or Deviation
method. In this section, we present the well-balanced method introduced in [12],
which we call Discretely Well-Balanced method in this thesis.

4.4.1 Description of the Discretely Well-Balanced Method

Similar to the Deviation method, the Discretely Well-Balanced method is a modifi-
cation to the standard method (3.75) that only modifies the reconstruction and uses
a certain source term discretization to achieve the well-balanced property. To finally
obtain a well-balanced property, we have to assume the numerical flux which is ap-
plied satisfies the contact property (Definition 3.3.2). The Discretely Well-Balanced
method has been described and published in [12], and some parts of the description
in Sections 4.4.1.1 and 4.4.1.2 are similar to the one in [12].

4.4.1.1 Source Term Discretization

Let us define the source term approximation for the momentum and energy equations
by

Sρu,DWB,i(x) = ρreci (x)ginti (x) and SE,DWB,i(x) = (ρu)reci (x)ginti (x), (4.42)

5As shown above, the Deviation method can also exactly follow non-static solutions
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where ρreci and (ρu)reci are the m-th order accurate CWENO reconstruction polyno-
mials in the i-th cell. ginti has been interpolated from cell-centered point values using
m-th order accurate polynomial interpolation. The local source term approximation
is

SDWB,i(x) :=

 0
Sρu,DWB,i(x)
SE,DWB,i(x)

 (4.43)

for each cell. The global source term approximation is then defined by

SDWB(x) :=

 0
Sρu,DWB(x)
SE,DWB(x)

 , (4.44)

where

Sρu,DWB(x) := Sρu,DWB,i(x), SE,DWB(x) := SE,DWB,i(x) for x ∈ Ωi. (4.45)

Since the components of SDWB are piecewise polynomials, the cell-average source
term approximation

ŜDWB
i :=

1

∆xi

∫
Ωi

SDWB(x) dx (4.46)

can be evaluated exactly.

Remark 4.4.1. Note that any other high order source term approximation can be
used in our algorithm, as long as it provides a function which is defined in the whole
cell and that can be consistently extrapolated to neighboring cells.

4.4.1.2 Local Hydrostatic Reconstruction

The basic idea of the local hydrostatic reconstruction is to reconstruct deviations to a
high order accurate local equilibrium profileQhs

i (x) consistent with the cell-averaged
conserved variables. This idea is similar to the α-β and Deviation method. The basic
difference in the Discretely Well-Balanced method is, that the hydrostatic solution
which is well-balanced is found by local approximation: To find a cell’s hydrostatic
profile the source term is integrated to neighboring cells. This procedure will now
be described in technical detail.

Step 1 This first step corresponds to the “T ”-step in the equilibrium reconstruction
procedure described in Section 4.1.

We begin by the construction of the high-order local hydrostatic profile. A one-
dimensional hydrostatic equilibrium is by definition given by the solution of the
hydrostatic equation (

phs
)′

(x) = ρhs(x)g(x). (4.47)

We construct the local pressure hydrostatic profile phs
i within the i-th cell by simply

integrating Eq. (4.47)

phs
i (x) = p0,i +

∫ x

xi

Sρu,DWB(ξ) dξ, (4.48)
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where p0,i is the point value of the pressure at cell center xi.
The hydrostatic internal energy density εhs

i (x) profile can be computed through
the EoS:

εhs
i (x) = ε

(
ρhs
i (x), phs

i (x)
)
. (4.49)

In the ideal gas case, the computation is trivial and can be performed explicitly

εhs
i (x) =

phs
i (x)

γ − 1
. (4.50)

The cell center pressure p0,i, which anchors the equilibrium pressure profile (4.48)
at cell center, is determined by demanding the consistency

ε̂esti = ε̂hsi . (4.51)

The cell average

ε̂hs
i =

1

∆xi
Ix∈Ωi

[
εhs
i (x)

]
=

1

∆xi
Ix∈Ωi

[
ε
(
ρhs
i (x), phs

i (x)
)]

(4.52)

of the hydrostatic internal energy density is computed using the m-th order accurate
quadrature rule6 with the estimate ε̂esti of the cell-averaged internal energy density
in cell Ωi obtained from

ε̂esti = Êi −
1

2

ˆ(ρu)
2

i

ρ̂i
(4.53)

following [78]. Note that ε̂esti = ε̂i without error at any hydrostatic state (since
ρ̂ui = 0 in that case).

For general EoS, Eq. (4.51) is a scalar nonlinear equation for the cell center
pressure p0,i. The general case is omitted at this place for readability and instead
discussed in Section 4.4.1.3.

Assuming the ideal gas EoS (2.21), Eq. (4.51) is linear and can be solved ana-
lytically to yield

p0,i = (γ − 1)ε̂i −
1

∆xi
Ix∈Ωi

[∫ x

xi

Sρu,DWB(ξ) dξ

]
. (4.54)

Now that the pressure at cell center p0,i is fixed, we have fully specified the high-order
accurate representation of the equilibrium conserved variables in cell Ωi:

Qhs
i (x) :=

ρhs
i (x)
0

εhs
i (x)

 . (4.55)

Our aim is to develop a high-order hydrostatic reconstruction procedure. To
this end, we decompose in every cell the solution into a hydrostatic and a (not
necessarily small) perturbation part. The idea of this procedure has been explained

6For an ideal gas EoS, this cell-average can in principle also be computed using exact integration.
However, we apply a quadrature rule since it yields the same oder of accuracy and is necessary for
the scheme to be applicable for arbitrary EoS.
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in Section 4.1. The hydrostatic part in cell Ωi is simply given by Qhs
i (x) of Eq.

(4.55). The cell average of the perturbation δQ̂ki in cell Ωk is obtained by taking
the difference between the cell average Q̂k and the cell average of the hydrostatic
part Q̂hs

i in cell Ωk, i.e.,

δQ̂ki = Q̂k −
1

∆xi
Ix∈Ωk

[
Qhs
i (x)

]
. (4.56)

for k ∈ Si.

Step 2 This step corresponds to the “R”-step in the equilibrium reconstruction
procedure described in Section 4.1.

The perturbation part in cell Ωi is directly reconstructed by applying the stan-
dard reconstruction procedure R to the cell-averaged perturbation

δQrec
i (x) = Ri

(
x;
{
δQ̂ki

}
k∈Si

)
. (4.57)

This results in an m-th order accurate representation of the perturbation in cell Ωi.

Step 3 This last step corresponds to the “T −1”-step in the equilibrium reconstruc-
tion procedure described in Section 4.1.

The complete hydrostatic reconstruction RDWB is obtained by the sum of the
(approximate) hydrostatic state and the reconstructed perturbation

Qrec
i (x) = RDWB

i

(
x; {Q̂k}k∈Si

)
:= Qhs

i (x) + δQrec
i (x). (4.58)

This concludes the description of the hydrostatic reconstruction procedure. Re-
placing only this component in a finite volume method renders it well-balanced for
arbitrary hydrostatic solutions in a discrete sense as shown in Theorem 4.4.4.

4.4.1.3 Determining the Cell-Centered Pressure for Arbitrary Equations
of State

In this section, we present the details for using the Discretely Well-Balanced scheme
with a general EoS. In that case, Eq. (4.51) is not explicitly solvable for the cell
center equilibrium pressure p0,i in cell Ωi. The problem can be rewritten as

f(p0,i) = 0, (4.59)

where

f(p) = ε̂est
i −

1

∆xi
Ix∈Ωi

[
ε

(
ρhs
i (x), p+

∫ x

xi

Sρu,DWB,i(ξ) dξ

)]
. (4.60)

We again stress that the equilibrium density ρhs
i and the gravitational acceleration

gint
i are polynomials and, consequently, almost everything can be evaluated ana-
lytically in a straightforward manner. Only the EoS conversion to internal energy
density given density and pressure ε = ε(ρ, p) is in general not explicitly available.



4.4. The Discretely Well-Balanced Method 63

Therefore, solving Eq. (4.59) for p0,i requires some iterative procedure such as New-
ton’s method

p
(k+1)
0,i = p

(k)
0,i −

f(p
(k)
0,i )

f ′(p
(k)
0,i )

, (k = 0, 1, . . . ), (4.61)

where the superscript in parenthesis labels the iteration number and the derivative
of Eq. (4.60) is given by

f ′(p) = − 1

∆xi
Ix∈Ωi

[
∂ε

∂p

(
ρhs
i (x), p+

∫ x

xi

Sρu,DWB,i(ξ) dξ

)]
. (4.62)

The iteration is started with the pressure

p
(0)
0,i = p(ρ̂i, ε̂

est
i ) (4.63)

computed from the cell-averaged conserved variables as initial guess. It is stopped
and the cell-centered pressure p0,i = p

(k)
0,i is returned by the routine if the condition∣∣∣∣∣∣

f
(
p

(k)
0,i

)
f ′
(
p

(k)
0,i

)
∣∣∣∣∣∣ < τ (4.64)

is met, where we chose τ = 10−13 in the numerical experiments conducted in this
thesis.

As is well-known, the global convergence properties of Newton’s method are
poor. However, it is straightforward to build a robust solver by combining it with,
for example, the bisection method (see [49, 133] and references therein for details).
Such a modification was not necessary for the presented numerical examples using
the ideal gas with radiation pressure EoS.

Simplified approach However, for many applications it might be sufficient to
use a simplified approach to determine the value of p0,i. Choose

ε0,i := Erec
i (xi)−

1

2

((ρu)reci (xi))
2

ρreci (xi)
, (4.65)

which is the cell-centered internal energy computed from the CWENO reconstruction
polynomials. Then apply the EoS to compute

p0,i := pEoS (ρreci (xi), ε0,i) . (4.66)

The resulting method will be referred to as Discretely Well-Balanced (fast com-
putation of p0) or simply DWB-fast. Note, however, that Corollary 4.3.4, which
states the well-balanced property for the Deviation method in the following section,
does not hold if this simplified approach for computing the cell-centered pressure is
applied.
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4.4.2 Properties of the Discretely Well-Balanced Method

Remark 4.4.2. In the description of the Discretely Well-Balanced method we use a
hydrostatic target state Qhs to make it more similar and comparable to the Deviation
method (Section 4.3). However, the density reconstruction is not modified, since
ρhs
i = ρrec

i , and there are no density perturbations by construction. The hydrostatic
reconstruction routine returns ρhs which is equal to ρrec. From the implementation
point of view, we can thus conclude, that only the reconstruction of the total energy
has to be modified.

4.4.2.1 Accuracy

Theorem 4.4.3. Consider the semi-discrete scheme Eq. (3.75) for compressible
Euler equations with gravity (2.34) with a numerical flux F , the hydrostatic recon-
struction RDWB (Eq. (4.58)) based on an m-th order accurate spatial reconstruction
procedure R, and the gravitational source term discretization ŜDWB

i (Eq. (4.46)).
The scheme is consistent and at least m-th order accurate in space for smooth

solutions.

Proof. It is straight forward to show that the source term discretization ŜDWB
i is

m-th order accurate: it is obtained by integrating the source term evaluation on
m-th order accurate reconstructed states.

The reconstruction routine is actually only modified in the reconstruction of the
total energy. The local equilibrium pressure approximation (and thus also the last
component in Eq. (4.55)) is an m-th order approximation to a smooth function (a
hydrostatic pressure) provided that the density resembles a smooth solution. This
suffices to proof the m-th order accuracy of the reconstruction RDWB analogously
to the corresponding part in the proof of Theorem 4.3.1.

4.4.2.2 Well-Balanced Property

Theorem 4.4.4. Consider the semi-discrete scheme Eq. (3.75) for the compress-
ible Euler equations with gravity (2.34) with a contact property (Definition 3.3.2)
fulfilling numerical flux F , the hydrostatic reconstruction RDWB (Eq. (4.58)) based
on an m-th order accurate spatial reconstruction procedure R, and the gravitational
source term discretization ŜDWB

i (Eq. (4.46)). The scheme is well-balanced in the
sense that it exactly preserves a discrete hydrostatic equilibrium approximating an
arbitrary non-periodic smooth hydrostatic equilibrium to m-th order accuracy.

Proof. The proof of this theorem consists of two parts. First, we construct a discrete
equilibrium Q̂hs

i (i ∈ I) approximating an arbitrary (sufficiently smooth) hydrostatic
solution q̄hs with m-th order accuracy such that the cell-centered pressure values
obtained from Q̂hs

i and Q̂hs
j (i, j ∈ I) satisfy the condition

phs
0,j = phs

0,i +

∫ xj

xi

Sρu,DWB(ξ) dξ. (4.67)

Second, we show that the just constructed discrete hydrostatic equilibrium is exactly
preserved by the scheme.
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Part 1: Construction of the discrete hydrostatic solution. Let an arbitrary (but
smooth enough) hydrostatic equilibrium be given

q̄hs,prim(x) = [ρ̄hs(x), 0, p̄hs(x)]T (4.68)

with gravitational acceleration g(x). The corresponding equilibrium conserved vari-
ables are then

q̄hs(x) = [ρ̄hs(x), 0, ε(ρ̄hs(x), p̄hs(x))]T . (4.69)

We stress that these are exact hydrostatic profiles, i.e., they satisfy Eq. (2.35). Let
the density cell averages

ρ̂hs
i :=

1

∆xi
Ix∈Ωi

[
ρ̄hs(x)

]
. (4.70)

of our discrete hydrostatic solution in every cell be defined by using the m-th order
accurate quadrature rule I on the exact hydrostatic density ρ̄hs. By applying the m-
th order accurate standard reconstruction procedure R to the density cell averages
ρ̂hs
i (i ∈ I) we obtain the m-th order accurate approximation

ρhs(x) = R (x; {ρ̂k}k∈Si) for x ∈ Ωi, (4.71)

of ρ̄hs(x) on the whole domain Ω. Let us now choose a particular cell Ωi and anchor
the approximate equilibrium pressure profile at its center by setting p0,i = p̄hs(xi) in
Eq. (4.48) and defining

phs(x) = p̄hs(xi) +

∫ x

xi

Sρu,DWB(ξ) dξ, (4.72)

where the source term approximation Sρu,DWB is obtained from ρhs and point values
of g(x) as described in Section 4.4.1.1. We emphasize that exact integration is
used in the definition of the approximate equilibrium pressure phs, as discussed in
Section 4.4.1.1.

Then it is clear that the above phs
i (x) is an m-th order approximation of phs(x)

for any x ∈ Ω. With the local equilibrium density and pressure profile available, we
readily obtain the internal energy density using the EoS as in Eq. (4.49). Applying
the quadrature rule I as in Eq. (4.52), we obtain the cell-averaged internal energy
density within cell Ωi. Note that the so obtained cell-averaged conserved variables
within the i-th cell are m-th order accurate approximation of the exact cell-averaged
equilibrium conserved variables, i.e.,

ˆ̄qhs
i =

1

∆xi

∫
Ωi

q̄hs(x)dx = [ρ̂hs
i , 0, ε̂

hs
i ]T +O (hm) = Q̂hs

i +O (hm) . (4.73)

These are the discrete equilibrium cell-averaged conserved variables within this par-
ticular i-th cell obtained from qhs(x). The only thing that remains to be shown
in this first part of the proof is that the cell-centered pressure values p0,i and p0,j

obtained from Qhs
i and Qhs

j for any i, j ∈ I satisfy Eq. (4.67). For this we show that
the cell-centered pressure p0,i > 0 (i ∈ I) in Eq. (4.48) determined by the relations
(4.51) and (4.52) exists and is unique.
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Existence: We only have to show that the discrete hydrostatic pressure approx-
imation phs is positive. Since the actual pressure p is assumed to be positive in
the Euler equations, the domain Ω is compact, and the pressure is continuous in
the hydrostatic state, there is a minimal pressure value pmin. The discrete hydro-
static pressure approximation has an error ‖phs − p‖l1 = O (hm). Consequently, for
sufficiently small values of h we have ‖phs − p‖l1 < pmin which implies phs > 0.

Uniqueness: For the ideal gas EoS uniqueness is clear because of Eq. (4.54).
For any other EoS it can be shown as follows: Notice that the derivative of inter-
nal energy density with respect to pressure at constant density in Eq. (4.62) is a
fundamental EoS property. This expression is related to the so-called Grüneisen
coefficient

Γ =

(
∂pEoS
∂ε

)
ρ

, (4.74)

which measures the spacing of the isentropes in the p-V -plane (V = 1/ρ is the so-
called specific volume). The Grüneisen coefficient is a characteristic EoS variable
and it is – for actual physical EoS – positive away from phase transitions (e.g., [117]).
So, if we assume that the quadrature weights are positive, the function’s derivative
(4.62) will always keep the same sign away from a phase transition. Therefore, the
function whose root we are seeking (Eq. (4.60)) is a strictly monotone function in
the pressure variable and the root is unique.

Part 2: Well-balanced property for the discrete hydrostatic state. Due to ˆ(ρu)
hs

i =

0 and Eq. (4.53) we have Êhs
i = ε̂hs

i . Consistency of the reconstruction in Eq. (4.58)
ensures δEi(x) = 0 for all i. Using Eq. (4.67) we have

phs
i+1(xi+ 1

2
) = p0,i+1 +

∫ x
i+1

2

xi+1

Sρu,DWB(ξ) dξ

= p0,i +

∫ xi+1

xi

Sρu,DWB(ξ) dξ +

∫ x
i+1

2

xi+1

Sρu,DWB(ξ) dξ

= p0,i +

∫ x
i+1

2

xi

Sρu,DWB(ξ) dξ = phs
i (xi+ 1

2
). (4.75)

Because of δEi(x) = 0 and ρu = 0 for all i ∈ I this directly yields

Erec
i+1

(
xi+ 1

2

)
= δErec

i+1

(
xi+ 1

2

)
+ εEoS

(
ρhs
i+1

(
xi+ 1

2

)
, phs

(
xi+ 1

2

))
= εEoS

(
ρhs
i+1

(
xi+ 1

2

)
, phs

(
xi+ 1

2

))
and (4.76)

Erec
i

(
xi+ 1

2

)
= δErec

i

(
xi+ 1

2

)
+ εEoS

(
ρhs
i

(
xi+ 1

2

)
, phs

(
xi+ 1

2

))
= εEoS

(
ρhs
i

(
xi+ 1

2

)
, phs

(
xi+ 1

2

))
, (4.77)

where density has a lower index because it is discontinuous, i.e., Erec
i+1 and Erec

i do
in general not coincide at the interface. However, since the EoS evaluation yields a
unique result as discussed above, the interface pressure values obtained from Erec

i+1
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and Erec
i are

pR
i+ 1

2
= pEoS

(
ρhs
i+1

(
xi+ 1

2

)
, Erec

i+1

(
xi+ 1

2

))
= phs

(
xi+ 1

2

)
and (4.78)

pL
i+ 1

2
= pEoS

(
ρhs
i

(
xi+ 1

2

)
, Erec

i

(
xi+ 1

2

))
= phs

(
xi+ 1

2

)
. (4.79)

Hence, the interface pressure values in the computation of the numerical flux coincide
and take the value pL/R

i+ 1
2

= phs
(
xi+ 1

2

)
. Since we assumed that the numerical flux

has the contact property, it is

1

∆xi

(
F ρu

(
Qrec
i

(
xi+ 1

2

)
,Qrec

i+1

(
xi+ 1

2

))
− F ρu

(
Qrec
i−1

(
xi+ 1

2

)
,Qrec

i

(
xi+ 1

2

)))
=

1

∆xi

(
phs
(
xi+ 1

2

)
− phs

(
xi+ 1

2

))
=

1

∆xi

∫
Ωi

Sρu,DWB(x) dx = Ŝρu,DWB
i (4.80)

in the momentum equation. Furthermore, the density and energy fluxes vanish due
to the contact property, the common interface pressure on both sides, and the zero
velocity (Definition 3.3.2).

Remark 4.4.5. Periodic hydrostatic solutions have been excluded in Theorem 4.4.4
since the construction of the discrete approximation that is used in the proof can fail
for periodic boundary conditions. Periodic hydrostatic states are anyway academic
problems, since they cannot appear in real physical situations. However, the Dis-
cretely Well-Balanced method can still be beneficially applied to periodic hydrostatic
states as will be demonstrated in Sections 4.6.1 and 4.6.3.

4.4.2.3 Scope

The Discretely Well-Balanced method balances high order approximations of any
hydrostatic state. Hence, the method is general since it is not restricted to certain
classes of hydrostatic solutions. Also, unlike in the α-β and Deviation methods, no
a priori knowledge of the hydrostatic solution is required.

Note, that the Discretely Well-Balanced method does not balance exact solu-
tions of the hydrostatic equations. Instead it balances a high order approximation
satisfying Eq. (4.67). Provided an arbitrary hydrostatic solution q̄hs, an approxi-
mate hydrostatic solution, which approximated q̄hs with m-th order accuracy and is
well-balanced exactly by the method can be constructed as described in the proof of
Theorem 4.4.4. Since, in this construction, the source term is integrated from one
point in the domain to obtain the approximate hydrostatic pressure, the difference
|Êj − Êmod

j | tends to increase, the further xj is away from xi. This is a significant
difference to the discrete hydrostatic state which is well-balanced in the α-β scheme
(see Section 4.2.2.3). However, when the grid is refined, the approximation converges
to the exact hydrostatic solution.

There are different ways to make use of the Discretely Well-Balanced method. If
the simulation starts at some hydrostatic state, the procedure described above can
be used to modify the initial energy, such that the Discretely Well-Balanced method
can balance the hydrostatic state exactly. However, in this case, it is also possible to
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simply apply the α-β or Deviation method, to balance the exact hydrostatic state.
The advantage of the Discretely Well-Balanced method is that it can also be used
if there is no knowledge about the hydrostatic state. In simulations, e.g., in which
the initial conditions describe some dynamical state and the solution is expected to
settle at some unknown hydrostatic state, the α-β and Deviation methods cannot
be easily applied. The Discretely Well-Balanced method on the other hand, is able
to balance an approximation to any hydrostatic state appearing in the simulation.

In simulations of stellar objects, the Euler equations are often coupled to a
Poisson equation to compute the gravitational potential, which is called self-gravity.
Since this is usually treated in an operator-split way, any method for compressible
Euler equations with gravity can be still applied together with a Poisson solver.
This means, that the gravitational potential changes in time.7 In this case, using
the α-β or Deviation method to balance a fixed hydrostatic state can even lead to
inconsistency, since the solution’s dependency of the gravitational potential is not
taken into account correctly. The Discretely Well-Balanced method, however, can
always be used to achieve more accurate results for nearly hydrostatic flows.

4.4.2.4 Stencil

In the following we determine the stencil of the modified reconstruction in the Dis-
cretely Well-Balanced method. The description of the stencil and the corresponding
figure (Fig. 4.4) have been published in [12] in a similar form. Assume m to be
odd8. To update the cell-average values Q̂i, a standard m-th order method requires
Q̂i−m+1

2
, . . . , Q̂i+m+1

2
. This includes m−1

2
cells in each direction for the reconstruction

and one for the flux computations from the reconstructed values in the i− 1, i, and
i+ 1 cell.

The Discretely Well-Balanced method proposed above increases the stencil in the
following way: The transformation to local hydrostatic variables requires the values
of Sρu,DWB in each cell in the reconstruction stencil. This adds m−1

2
cells in each

direction to the stencil. In total, to update the cell-average values Q̂i, the methods
require the values Q̂i−m, . . . , Q̂i+m. The stencil (of the reconstruction, not the total
stencil) is visualized in Fig. 4.4.

Depending on the application (especially in parallel computing using a domain
decomposition), this increased stencil can lead to a considerable increase in com-
putation time and memory. As a possible solution to this problem, we propose
modified methods in Section 4.5. These modified methods only use the stencil of
the m-th order accurate standard scheme.

7Let us assume that the change in the gravitational potential is slow compared to the advective
and sonic time scale. Then it still makes sense to well-balance quasi-static states, i.e., states close
to hydrostatic states that have a time-dependency on a long time scale.

8We use m-th order CWENO methods in the Discretely Well-Balanced method. These are
usually constructed for odd m
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Figure 4.4: Stencil of the reconstruction in the i-th cell of the third order accurate
Discretely Well-Balanced method. The local hydrostatic reconstruction which yields
Qrec
i requires the source term approximations Sρu,DWB,i−1, Sρu,DWB,i, and Sρu,DWB,i+1

in the i− 1, i, and i+ 1 cell respectively (shown at the bottom of the figure). Each
of these source term approximation has a stencil involving one neighboring cell per
dimension. The total stencil to determine Qrec

i thus involves five cells. This figure
has, in a similar form, been shown in [12].

4.5 The Local Approximation Method
The reason for the increased stencil in the Discretely Well-Balanced method is that
the source term has to be discretized in each cell of the CWENO stencil. To avoid
this, the following modification is proposed in [12]. Parts of the text in Section 4.5
are similar to the text in our original article [12].

4.5.1 Description of the Local Approximation Method

To compute the hydrostatic pressure with respect to the i-th cell, we only use the
source term discretization from the i-th cell. This definition is extended to the whole
domain in the trivial way without using additional information. Consequently, there
is no unique source term discretization. Instead it depends on the cell in which we
aim to reconstruct.

To achieve this, we only have to modify Eq. (4.48) in the Discretely Well-
Balanced method by using Sρu,DWB,i instead of Sρu,DWB:

phs
i (x) = p0,i +

∫ x

xi

Sρu,DWB,i(ξ) dξ. (4.81)

Thus, instead of using the globally defined momentum source term approximation
Sρu,DWB,i, we extrapolate the source term polynomial from the i-th cell to the neigh-
boring cells. This only affects the reconstruction of the energy deviations. The rest of
the method remains unmodified. We refer to the resulting method as Local Approx-
imation (LA) method. The hydrostatic reconstruction RDWB with the modification
described in Eq. (4.81) defines the corresponding reconstruction RLA. If the sim-
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plified approach to computing the cell-centered pressure is applied, we refer to the
method as LA-fast.

4.5.2 Properties of the Local Approximation Method

In the following we discuss the accuracy and the well-balancing property of the
Local Approximation method.

4.5.2.1 Accuracy

Theorem 4.5.1. Consider the semi-discrete scheme Eq. (3.75) for compressible
Euler equations with gravity (2.34) with a numerical flux F , the hydrostatic recon-
struction RLA (Section 4.5.1) based on an m-th order accurate spatial reconstruction
procedure R, and the gravitational source term discretization ŜDWB

i (Eq. (4.46)).
The scheme is consistent and at least m-th order accurate in space for smooth

solutions.

Proof. This can be shown analogously to Theorem 4.4.3 with the only difference
that the local hydrostatic pressure approximation used in the reconstruction is now
actually smooth.

4.5.2.2 Well-Balanced Property

For the Local Approximation method described in Section 4.5.1, there is no globally
defined hydrostatic pressure function. Consequently, there is in general no well-
defined cell-to-cell relation like Eq. (4.67), which is balanced to machine precision.

Whether the method actually succeeds in significantly reducing the discretization
error at hydrostatic solutions has to be tested in numerical experiments.

4.5.2.3 Stencil

In the Local Approximation method, the reconstruction routine only requires the
local hydrostatic pressure polynomial from the i-th cell (different from the Dis-
cretely Well-Balanced method). The stencil of the method is the same as the stencil
of the standard method of the same formal order of accuracy as visualized in Fig. 4.5.

4.5.2.4 Scope

Similar to the Discretely Well-Balanced method, the Local Approximation method
can be applied in high order simulations in which no other well-balancing meth-
ods for Euler with gravity are suitable, i.e., if the hydrostatic state that shall be
balanced does not belong to a specific class and there is no a priori knowledge of
it. Compared to the Discretely Well-Balanced method, the Local Approximation
method has a significantly reduced stencil, which makes in favorable for example in
parallel computing applications using domain decomposition.
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Figure 4.5: Stencil of the reconstruction in the i-th cell for third order accurate
Local Approximation method. Different from the Discretely Well-Balanced method
(see stencil in Fig. 4.4), the local hydrostatic reconstruction only requires the source
term approximation computed in the i-th cell to compute Qrec

i . The source term
approximation Sρu,DWB,i is for this purpose extrapolated to the neighboring cells.
Thus the total stencil of the reconstruction only includes three cells, equivalent to a
non-well-balanced standard method. This figure has, in a similar form, been shown
in [12].

4.6 Numerical Tests
In the following we verify the accuracy and well-balancedness of the introduced
methods numerically.

All the numerical experiments in this section are conducted using a custom
Python code. Unless stated explicitly, we use Roe’s approximate Riemann solver.
The ratio of specific heats is set to γ = 1.4, the gas constant to R = 1, and the
Stefan–Boltzmann constant to aSB = 3 if not stated explicitly. We use the first,
second, third, fifth, and seventh order accurate reconstruction routines introduced
in Section 3.4, possibly modified by the well-balanced methods as described in Sec-
tions 4.2 to 4.5. The source term is evaluated using Eq. (3.76) or Eq. (3.77) with
the corresponding order of accuracy if it is not defined by the applied well-balanced
method. To evolve the semi-discrete schemes in time we rely on the explicit Runge–
Kutta methods as described in Section 3.7.1: In the first order method we use the
forward Euler method (Eq. (3.85)), in the third, fifth, and seventh order method we
use RK3 [98], RK5 (Eq. (3.87)), and RK10 [62], respectively. The size of the time
step is chosen as described in Section 3.7.1. The domain is Ω = [0, 1], if not stated
explicitly. Most of the test cases presented in the following have been conducted in
the same or a similar form in at least one of the articles [13, 15, 14, 12]. Here, we
collect the test cases and apply all well-balanced methods on the same setups as far
as possible.

4.6.1 Isothermal Hydrostatic State

We set the isothermal hydrostatic state described in Eq. (2.36) as initial condition
in the domain [0, 1]. The speed of sound for an isothermal hydrostatic solution can



72 4. Well-Balanced Finite Volume Methods in One Spatial Dimension

be computed via c =
√
γp/ρ =

√
γ. The sound crossing time is then given by

τ :=

∫
Ω

1

c
dx, (4.82)

which yields τ =
√

1/γ. We run the tests to the final time t = 2τ ≈ 1.7. In our tests,
we use the linear gravitational potential φ(x) = 5x, i.e., constant gravity g = −5,
and the periodic gravitational potential φ(x) = 2 + 2 sin(2πx). In the tests with
the linear gravitational potential, Dirichlet boundary conditions are applied. In the
tests with the periodic gravitational potential we use periodic boundary conditions.

The numerical errors of the exactly well-balanced methods on a 128 cells grid are
presented in Tables 4.1 and 4.2. This includes the Discretely Well-Balanced method
on the discrete hydrostatic solution (dhs) as described in Section 4.4.2.3. The α-β
and Discretely Well-Balanced method preserve the hydrostatic state to machine
precision, the Deviation method even introduces no error at all. Convergence rates
for the third, fifth, and seventh order accurate standard, Discretely Well-Balanced,
and Local Approximation method can be seen in Tables 4.3 and 4.4. The convergence
rates for the standard method are as expected. For the Discretely Well-Balanced
and Local Approximation method, the order of accuracy is improved compared to
the standard method. Also, the errors are smaller.

4.6.2 Polytropic Hydrostatic State

In the next test we consider polytropic hydrostatic states as described in Eq. (2.37).
The speed of sound for this hydrostatic state is given by

c(x) =

√
γp(x)

ρ(x)
=

√
γ

(
1 +

1− ν
ν

φ(x)

)
(4.83)

assuming φ(x) < ν
ν−1

. We choose the polytropic exponent ν = 1.2 and an ideal
gas EoS with γ = 1.4 . The domain, boundary conditions, gravitational potentials,
and numerical methods are the same as in the previous test (Section 4.6.1). The
final time is t = 2τ , which is t ≈ 2.40 for the constant gravity and t ≈ 1.87 for
the periodic gravity. The L1-errors for the simulations with the exact well-balanced
methods (again including the Discretely Well-Balanced method on a discrete hy-
drostatic state (dhs) as described in Section 4.4.2.3) on a grid with 128 cells are
presented in Table 4.5 for the constant gravity case and in Table 4.6 for the peri-
odic gravity case. The well-balanced errors introduce no discretization error on the
hydrostatic state. In Tables 4.7 and 4.8, L1-errors and convergence rates are shown
for the Discretely Well-Balanced and Local Approximation method on the exact
hydrostatic state with constant and periodic gravity respectively. Again, the results
are comparable to the results from the test on the isothermal hydrostatic state: The
well-balanced methods lead to a significantly increased accuracy and improved order
of convergence compared to the standard methods.
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Table 4.1: L1-errors for an isothermal hydrostatic solution of the Euler equations
with constant gravity after two sound crossing times computed using different meth-
ods at a 128 cells grid. The setup is described in Section 4.6.1.

first order methods, constant gravity
method N ρ error ρu error E error
Standard 128 4.89e-03 2.24e-03 2.58e-02
α-β WB 128 0.00e+00 2.31e-17 0.00e+00

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00

second order methods, constant gravity
method N ρ error ρu error E error
Standard 128 1.18e-04 4.35e-05 6.43e-04
α-β WB 128 9.07e-16 6.20e-16 7.86e-16

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00

third order methods, constant gravity
method N ρ error ρu error E error
Standard 128 2.68e-06 1.15e-06 1.38e-05

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00
DWB (dhs) 128 6.58e-16 2.83e-16 2.36e-15

fifth order methods, constant gravity
method N ρ error ρu error E error
Standard 128 2.39e-09 8.14e-10 1.12e-08

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00
DWB (dhs) 128 3.17e-16 2.72e-16 1.20e-16

seventh order methods, constant gravity
method N ρ error ρu error E error
Standard 128 8.20e-13 3.44e-13 4.15e-12

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00
DWB (dhs) 128 1.54e-16 2.63e-16 1.10e-16
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Table 4.2: L1-errors for an isothermal hydrostatic solution of the Euler equations
with periodic gravity after two sound crossing times computed using different meth-
ods at a 128 cells grid. The setup is described in Section 4.6.1.

first order methods, periodic gravity
method N ρ error ρu error E error
Standard 128 2.01e-02 6.07e-03 1.35e-01
α-β WB 128 7.21e-18 1.92e-17 1.47e-17

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00

second order methods, periodic gravity
method N ρ error ρu error E error
Standard 128 1.28e-03 5.71e-04 7.97e-03
α-β WB 128 1.60e-15 6.37e-17 2.45e-15

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00

third order methods, periodic gravity
method N ρ error ρu error E error
Standard 128 2.80e-04 1.74e-04 1.58e-03

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00
DWB (dhs) 128 1.85e-15 1.42e-16 5.22e-15

fifth order methods, periodic gravity
method N ρ error ρu error E error
Standard 128 2.78e-06 8.99e-07 7.13e-06

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00
DWB (dhs) 128 2.24e-16 1.44e-16 4.53e-16

seventh order methods, periodic gravity
method N ρ error ρu error E error
Standard 128 1.11e-05 5.90e-06 3.20e-05

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00
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Table 4.3: L1-errors and convergence rates for an isothermal hydrostatic solution of
the Euler equations with constant gravity after two sound crossing times computed
using different methods. The setup is described in Section 4.6.1.

third order methods, constant gravity
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 2.68e-06 – 1.15e-06 – 1.38e-05 –

256 3.36e-07 3.0 1.42e-07 3.0 1.70e-06 3.0
512 4.21e-08 3.0 1.77e-08 3.0 2.11e-07 3.0

DWB 128 1.15e-08 – 4.45e-10 – 1.75e-08 –
256 7.13e-10 4.0 2.70e-11 4.0 1.06e-09 4.0
512 4.44e-11 4.0 1.66e-12 4.0 6.58e-11 4.0

LA 128 9.69e-09 – 4.89e-09 – 5.21e-08 –
256 2.62e-10 5.2 1.54e-10 5.0 1.45e-09 5.2
512 8.45e-12 5.0 4.91e-12 5.0 3.48e-11 5.4

fifth order methods, constant gravity
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 64 7.63e-08 – 2.48e-08 – 3.43e-07 –

128 2.39e-09 5.0 8.14e-10 4.9 1.12e-08 4.9
256 7.46e-11 5.0 2.59e-11 5.0 3.56e-10 5.0

DWB 64 5.77e-10 – 1.67e-11 – 1.05e-09 –
128 9.11e-12 6.0 2.81e-13 5.9 1.61e-11 6.0
256 1.46e-13 6.0 5.00e-15 5.8 2.43e-13 6.1

LA 64 2.42e-10 – 6.82e-11 – 5.48e-10 –
128 2.52e-12 6.6 6.58e-13 6.7 6.87e-12 6.3
256 2.49e-14 6.7 5.90e-15 6.8 6.68e-14 6.7

seventh order methods, constant gravity
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 16 1.76e-06 – 6.66e-07 – 8.58e-06 –

32 1.27e-08 7.1 5.29e-09 7.0 6.53e-08 7.0
64 1.03e-10 6.9 4.34e-11 6.9 5.28e-10 7.0

DWB 16 3.83e-08 – 9.45e-09 – 7.05e-08 –
32 1.75e-10 7.8 1.86e-11 9.0 2.91e-10 7.9
64 7.18e-13 7.9 7.39e-14 8.0 1.16e-12 8.0

LA 16 3.13e-09 – 2.12e-10 – 4.98e-09 –
32 1.53e-11 7.7 1.51e-12 7.1 3.75e-11 7.1
64 5.64e-14 8.1 4.32e-15 8.5 1.18e-13 8.3
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Table 4.4: L1-errors and convergence rates for an isothermal hydrostatic solution of
the Euler equations with periodic gravity after two sound crossing times computed
using different methods. The setup is described in Section 4.6.1.

third order methods, periodic gravity
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 256 4.02e-05 – 2.55e-05 – 2.19e-04 –

512 5.23e-06 2.9 3.26e-06 3.0 2.92e-05 2.9
1024 6.56e-07 3.0 4.77e-07 2.8 3.71e-06 3.0

DWB 256 1.57e-07 – 6.25e-08 – 4.08e-07 –
512 9.57e-09 4.0 3.94e-09 4.0 2.48e-08 4.0
1024 5.89e-10 4.0 2.44e-10 4.0 1.52e-09 4.0

LA 256 4.35e-07 – 1.39e-07 – 2.20e-06 –
512 1.38e-08 5.0 5.05e-09 4.8 7.40e-08 4.9
1024 4.37e-10 5.0 1.82e-10 4.8 2.54e-09 4.9

fifth order methods, periodic gravity
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 2.78e-06 – 8.99e-07 – 7.13e-06 –

256 8.95e-08 5.0 3.21e-08 4.8 2.35e-07 4.9
512 2.81e-09 5.0 1.04e-09 4.9 7.45e-09 5.0

DWB 128 1.47e-08 – 6.76e-09 – 4.78e-08 –
256 2.44e-10 5.9 1.16e-10 5.9 8.01e-10 5.9
512 3.87e-12 6.0 1.83e-12 6.0 1.27e-11 6.0

LA 128 5.45e-08 – 9.11e-09 – 9.90e-08 –
256 4.89e-10 6.8 9.83e-11 6.5 1.05e-09 6.6
512 4.28e-12 6.8 9.65e-13 6.7 1.05e-11 6.6

seventh order methods, periodic gravity
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 32 4.33e-04 – 9.11e-05 – 1.15e-03 –

64 5.51e-06 6.3 2.93e-06 5.0 1.59e-05 6.2
128 5.24e-08 6.7 2.53e-08 6.9 2.11e-07 6.2

DWB 32 1.43e-04 – 1.43e-04 – 5.02e-04 –
64 7.03e-08 11.0 4.04e-08 11.8 2.25e-07 11.1
128 2.72e-10 8.0 1.35e-10 8.2 8.32e-10 8.1

LA 32 7.27e-05 – 2.69e-05 – 2.75e-04 –
64 1.19e-07 9.3 4.48e-08 9.2 2.60e-07 10.0
128 1.24e-10 9.9 4.56e-11 9.9 3.19e-10 9.7
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Table 4.5: L1-errors for a polytropic hydrostatic solution of the Euler equations with
constant gravity after two sound crossing times computed using different methods
at a 128 cells grid. The setup is described in Section 4.6.2.

first order methods, constant gravity
method N ρ error ρu error E error
Standard 128 9.09e-03 2.44e-03 3.91e-02
α-β WB 128 0.00e+00 1.67e-17 0.00e+00

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00

second order methods, constant gravity
method N ρ error ρu error E error
Standard 128 1.52e-04 4.67e-05 8.66e-04
α-β WB 128 1.43e-15 4.07e-16 9.91e-16

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00

third order methods, constant gravity
method N ρ error ρu error E error
Standard 128 4.64e-06 1.73e-06 2.25e-05

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00
DWB (dhs) 128 2.48e-16 3.45e-16 6.44e-16

fifth order methods, constant gravity
method N ρ error ρu error E error
Standard 128 1.32e-09 3.68e-10 5.79e-09

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00
DWB (dhs) 128 4.11e-16 3.74e-16 3.17e-16

seventh order methods, constant gravity
method N ρ error ρu error E error
Standard 128 8.59e-13 3.63e-13 3.13e-12

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00
DWB (dhs) 128 3.40e-16 9.14e-16 2.97e-16
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Table 4.6: L1-errors for a polytropic hydrostatic solution of the Euler equations with
periodic gravity after two sound crossing times computed using different methods
at a 128 cells grid. The setup is described in Section 4.6.2.

first order methods, periodic gravity
method N ρ error ρu error E error
Standard 128 1.40e-02 3.76e-03 4.66e-02
α-β WB 128 1.40e-17 1.70e-16 1.94e-17

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00

second order methods, periodic gravity
method N ρ error ρu error E error
Standard 128 3.01e-04 9.54e-05 1.15e-03
α-β WB 128 4.66e-15 6.28e-16 6.04e-15

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00

third order methods, periodic gravity
method N ρ error ρu error E error
Standard 128 2.67e-05 2.85e-05 1.29e-04

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00
DWB (dhs) 128 2.51e-15 1.97e-16 7.59e-15

fifth order methods, periodic gravity
method N ρ error ρu error E error
Standard 128 6.05e-08 2.09e-09 1.00e-07

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00
DWB (dhs) 128 2.50e-15 1.98e-15 2.40e-15

seventh order methods, periodic gravity
method N ρ error ρu error E error
Standard 128 2.01e-10 2.05e-10 5.83e-10

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00
DWB (dhs) 128 6.00e-16 1.47e-15 7.23e-16
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Table 4.7: L1-errors and convergence rates for a polytropic hydrostatic solution of
the Euler equations with constant gravity after two sound crossing times computed
using different methods. The setup is described in Section 4.6.2.

third order methods, constant gravity
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 4.64e-06 – 1.73e-06 – 2.25e-05 –

256 5.84e-07 3.0 2.18e-07 3.0 2.82e-06 3.0
512 7.32e-08 3.0 2.75e-08 3.0 3.53e-07 3.0

DWB 128 6.98e-09 – 7.98e-10 – 8.87e-09 –
256 4.41e-10 4.0 5.05e-11 4.0 5.46e-10 4.0
512 2.77e-11 4.0 3.16e-12 4.0 3.36e-11 4.0

LA 128 8.63e-09 – 4.79e-09 – 4.87e-08 –
256 2.81e-10 4.9 1.58e-10 4.9 1.53e-09 5.0
512 1.01e-11 4.8 5.16e-12 4.9 4.63e-11 5.0

fifth order methods, constant gravity
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 64 4.03e-08 – 1.10e-08 – 1.77e-07 –

128 1.32e-09 4.9 3.68e-10 4.9 5.79e-09 4.9
256 4.20e-11 5.0 1.19e-11 5.0 1.85e-10 5.0

DWB 64 5.35e-11 – 6.13e-12 – 7.88e-11 –
128 8.68e-13 5.9 1.04e-13 5.9 1.27e-12 6.0
256 1.33e-14 6.0 3.47e-15 4.9 2.01e-14 6.0

LA 64 8.29e-11 – 2.34e-11 – 2.32e-10 –
128 7.53e-13 6.8 2.18e-13 6.7 2.13e-12 6.8
256 4.21e-15 7.5 1.93e-15 6.8 7.46e-15 8.2

seventh order methods, constant gravity
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 64 9.54e-11 – 4.24e-11 – 3.74e-10 –

128 8.59e-13 6.8 3.63e-13 6.9 3.13e-12 6.9
256 6.75e-15 7.0 2.81e-15 7.0 2.16e-14 7.2

DWB 64 5.78e-14 – 3.14e-14 – 7.25e-14 –
128 4.38e-16 7.0 5.98e-16 5.7 6.26e-16 6.9
256 6.74e-17 2.7 3.86e-16 0.6 4.16e-17 3.9

LA 64 1.30e-16 – 2.49e-16 – 1.02e-16 –
128 5.49e-17 1.2 3.36e-16 -0.4 4.81e-17 1.1
256 8.93e-17 -0.7 4.22e-16 -0.3 5.00e-17 -0.1
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Table 4.8: L1-errors and convergence rates for a polytropic hydrostatic solution of
the Euler equations with periodic gravity after two sound crossing times computed
using different methods. The setup is described in Section 4.6.2.

third order methods, periodic gravity
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 2.67e-05 – 2.85e-05 – 1.29e-04 –

256 3.28e-06 3.0 3.89e-06 2.9 1.58e-05 3.0
512 4.01e-07 3.0 5.03e-07 3.0 1.98e-06 3.0

DWB 128 1.04e-08 – 2.28e-08 – 3.27e-08 –
256 5.15e-10 4.3 1.43e-09 4.0 1.61e-09 4.3
512 2.64e-11 4.3 8.72e-11 4.0 8.17e-11 4.3

LA 128 1.13e-07 – 5.36e-08 – 2.46e-07 –
256 3.68e-09 4.9 2.26e-09 4.6 8.15e-09 4.9
512 1.15e-10 5.0 1.09e-10 4.4 2.58e-10 5.0

fifth order methods, periodic gravity
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 64 1.88e-06 – 9.23e-08 – 3.09e-06 –

128 6.05e-08 5.0 2.09e-09 5.5 1.00e-07 4.9
256 1.91e-09 5.0 7.11e-11 4.9 3.18e-09 5.0

DWB 64 2.46e-09 – 5.42e-09 – 7.21e-09 –
128 3.92e-11 6.0 8.82e-11 5.9 1.15e-10 6.0
256 6.18e-13 6.0 1.39e-12 6.0 1.81e-12 6.0

LA 64 1.08e-08 – 3.55e-09 – 1.86e-08 –
128 4.65e-11 7.9 5.17e-11 6.1 8.13e-11 7.8
256 2.72e-13 7.4 7.84e-13 6.0 9.01e-13 6.5

seventh order methods, periodic gravity
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 64 2.59e-08 – 2.09e-08 – 6.75e-08 –

128 2.01e-10 7.0 2.05e-10 6.7 5.83e-10 6.9
256 1.61e-12 7.0 1.79e-12 6.8 4.90e-12 6.9

DWB 64 2.89e-11 – 5.08e-11 – 8.76e-11 –
128 1.71e-12 4.1 1.97e-12 4.7 5.35e-12 4.0
256 2.97e-15 9.2 1.88e-15 10.0 4.48e-15 10.2

LA 64 1.93e-10 – 2.58e-11 – 2.15e-10 –
128 3.84e-13 9.0 9.41e-14 8.1 3.87e-13 9.1
256 9.69e-16 8.6 1.57e-15 5.9 3.45e-15 6.8
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4.6.3 Isothermal Hydrostatic State with Perturbation

In order to verify the accuracy of our numerical methods for small perturbations to
hydrostatic states we consider the perturbation

ρ(x) = ρ̃(x), u(x) = ũ(x), p(x) = p̃(x) + η exp

(
−100

(
x− 1

2

)2
)

(4.84)

on the isothermal hydrostatic state (ρ̃, ũ, p̃) from the test case in Section 4.6.1 with
the periodic gravitational potential φ(x) = sin(2πx). We evolve the solution to
the final time t = 0.5. The errors and convergence rates of the standard and well-
balanced methods – compared to a reference solution obtained from seventh order
standard method on a grid with 2024 cells – are shown in Tables 4.9 and 4.10 for a
large perturbation of η = 10−1 and in Tables 4.11 and 4.12 for a small perturbation
of η = 10−5. The convergence rates are as expected. While there is no significant dif-
ference between the accuracy of the standard method and the well-balanced methods
for the large perturbation, the well-balanced methods show an improved capability
to resolve the small perturbation compared to the standard method. For the small
perturbation the Discretely Well-Balanced and Local Approximation method show
an increased order of convergence. In Figs. 4.6 to 4.10 the density deviations from
the isothermal hydrostatic state at final time are visualized for the different methods
and different grid sizes. All of the well-balanced methods capture the perturbation
more accurately than the standard method. The exact well-balanced methods (α-β
and Deviation) are accurate even at low resolutions. The approximate well-balanced
methods (Discretely Well-Balanced and Local Approximation) are less accurate than
the exact well-balanced methods. However, compared to the standard method, they
improve the result significantly.

4.6.4 Riemann Problem on an Isothermal Hydrostatic State

For the next test we use the initial data given by

ρ(x) :=

{
ac exp(−aφ(x)) if x < x0,
b exp(−bφ(x)) if x ≥ x0,

(4.85)

p(x) :=

{
c exp(−aφ(x)) if x < x0,
exp(−bφ(x)) if x ≥ x0.

(4.86)

This test has been conducted for the Discretely Well-Balanced and Local Approxi-
mation method in [12]. The description of the test case and analysis are similar to
the one in this original publication. Equations (4.85) and (4.86) describe a piece-
wise isothermal hydrostatic solution with a jump discontinuity at x = x0, which
gives rise to all three waves of the Euler equations; the parameters are chosen as
x0 = 0.125, a = 0.5, b = 1, c = 2. An ideal gas EoS with γ = 1.4 is applied. We set
these initial data on the domain [0, 0.25] and evolve them to the final time t = 0.02
using our formally second, third, fifth, and seventh order accurate standard and
well-balanced methods on a grid with 128 cells and Dirichlet boundary conditions.
Additionally, we run the same tests using unlimited reconstruction (Section 3.4.1) in-
stead of minmod or CWENO reconstruction. As a reference solution to compute the
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Table 4.9: L1-errors and convergence rates for a perturbation on an isothermal
hydrostatic solution of the Euler equations with periodic gravity after one quarter
of the sound crossing time computed using different methods. The setup is described
in Section 4.6.3.

first order methods, η = 1e− 1
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 1.09e-02 – 1.83e-02 – 3.65e-02 –

256 5.52e-03 1.0 9.26e-03 1.0 1.85e-02 1.0
512 2.79e-03 1.0 4.67e-03 1.0 9.29e-03 1.0

α-β WB 128 1.64e-03 – 1.98e-03 – 5.74e-03 –
256 8.81e-04 0.9 1.07e-03 0.9 3.09e-03 0.9
512 4.57e-04 0.9 5.58e-04 0.9 1.60e-03 0.9

Deviation WB 128 1.65e-03 – 2.02e-03 – 5.85e-03 –
256 8.83e-04 0.9 1.09e-03 0.9 3.16e-03 0.9
512 4.59e-04 0.9 5.71e-04 0.9 1.64e-03 0.9

second order methods, η = 1e− 1
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 1.32e-04 – 1.01e-04 – 4.65e-04 –

256 3.29e-05 2.0 2.42e-05 2.1 1.16e-04 2.0
512 8.20e-06 2.0 5.93e-06 2.0 2.88e-05 2.0

α-β WB 128 7.76e-05 – 9.17e-05 – 2.77e-04 –
256 1.94e-05 2.0 2.29e-05 2.0 6.91e-05 2.0
512 4.86e-06 2.0 5.74e-06 2.0 1.73e-05 2.0

Deviation WB 128 7.99e-05 – 9.49e-05 – 2.83e-04 –
256 1.98e-05 2.0 2.37e-05 2.0 7.00e-05 2.0
512 4.95e-06 2.0 5.92e-06 2.0 1.75e-05 2.0

third order methods, η = 1e− 1
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 1.22e-04 – 1.77e-04 – 4.39e-04 –

256 2.23e-05 2.5 3.15e-05 2.5 7.92e-05 2.5
512 3.99e-06 2.5 5.22e-06 2.6 1.46e-05 2.4

Deviation WB 128 1.10e-04 – 1.33e-04 – 3.88e-04 –
256 2.10e-05 2.4 2.55e-05 2.4 7.41e-05 2.4
512 3.58e-06 2.6 4.36e-06 2.5 1.26e-05 2.6

DWB 128 1.09e-04 – 1.28e-04 – 3.78e-04 –
256 2.15e-05 2.3 2.55e-05 2.3 7.48e-05 2.3
512 3.47e-06 2.6 4.60e-06 2.5 1.36e-05 2.5

LA 128 1.08e-04 – 1.28e-04 – 3.76e-04 –
256 2.14e-05 2.3 2.54e-05 2.3 7.47e-05 2.3
512 3.47e-06 2.6 4.60e-06 2.5 1.36e-05 2.5
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Table 4.10: L1-errors and convergence rates for a perturbation on an isothermal
hydrostatic solution of the Euler equations with periodic gravity after one quarter of
the sound crossing time computed using different methods. The setup is described
in Section 4.6.3.

fifth order methods, η = 1e− 1
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 5.15e-07 – 6.37e-07 – 1.84e-06 –

256 1.72e-08 4.9 2.10e-08 4.9 6.11e-08 4.9
512 5.48e-10 5.0 6.68e-10 5.0 1.95e-09 5.0

Deviation WB 128 6.65e-07 – 8.08e-07 – 2.36e-06 –
256 2.24e-08 4.9 2.73e-08 4.9 7.97e-08 4.9
512 7.21e-10 5.0 8.80e-10 5.0 2.57e-09 5.0

DWB 128 7.89e-07 – 9.40e-07 – 2.80e-06 –
256 2.80e-08 4.8 3.30e-08 4.8 9.92e-08 4.8
512 9.47e-10 4.9 1.12e-09 4.9 3.36e-09 4.9

LA 128 7.89e-07 – 9.40e-07 – 2.80e-06 –
256 2.80e-08 4.8 3.30e-08 4.8 9.92e-08 4.8
512 9.47e-10 4.9 1.12e-09 4.9 3.36e-09 4.9

seventh order methods, η = 1e− 1
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 2.02e-08 – 2.46e-08 – 7.11e-08 –

256 2.03e-10 6.6 2.46e-10 6.6 7.15e-10 6.6
512 1.85e-12 6.8 2.25e-12 6.8 6.49e-12 6.8

Deviation WB 128 3.24e-08 – 3.88e-08 – 1.14e-07 –
256 4.08e-10 6.3 4.88e-10 6.3 1.45e-09 6.3
512 4.36e-12 6.5 5.21e-12 6.6 1.54e-11 6.6

DWB 128 2.82e-08 – 3.37e-08 – 9.95e-08 –
256 3.37e-10 6.4 4.04e-10 6.4 1.20e-09 6.4
512 3.68e-12 6.5 4.40e-12 6.5 1.30e-11 6.5

LA 128 2.82e-08 – 3.37e-08 – 9.95e-08 –
256 3.37e-10 6.4 4.04e-10 6.4 1.20e-09 6.4
512 3.68e-12 6.5 4.40e-12 6.5 1.30e-11 6.5
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Table 4.11: L1-errors and convergence rates for a perturbation on an isothermal
hydrostatic solution of the Euler equations with periodic gravity after one quarter of
the sound crossing time computed using different methods. The setup is described
in Section 4.6.3.

first order methods, η = 1e− 5
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 1.15e-02 – 1.73e-02 – 3.70e-02 –

256 5.84e-03 1.0 8.74e-03 1.0 1.88e-02 1.0
512 2.94e-03 1.0 4.40e-03 1.0 9.45e-03 1.0

α-β WB 128 1.61e-07 – 1.92e-07 – 5.54e-07 –
256 8.58e-08 0.9 1.03e-07 0.9 2.96e-07 0.9
512 4.44e-08 1.0 5.35e-08 0.9 1.53e-07 0.9

Deviation WB 128 1.62e-07 – 1.96e-07 – 5.66e-07 –
256 8.67e-08 0.9 1.06e-07 0.9 3.04e-07 0.9
512 4.49e-08 0.9 5.48e-08 0.9 1.58e-07 0.9

second order methods, η = 1e− 5
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 1.02e-04 – 4.25e-05 – 3.52e-04 –

256 2.59e-05 2.0 7.71e-06 2.5 8.94e-05 2.0
512 6.51e-06 2.0 1.61e-06 2.3 2.25e-05 2.0

α-β WB 128 7.74e-09 – 8.83e-09 – 2.68e-08 –
256 1.93e-09 2.0 2.21e-09 2.0 6.70e-09 2.0
512 4.84e-10 2.0 5.53e-10 2.0 1.68e-09 2.0

Deviation WB 128 7.84e-09 – 9.10e-09 – 2.72e-08 –
256 1.94e-09 2.0 2.27e-09 2.0 6.75e-09 2.0

third order methods, η = 1e− 5
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 6.23e-06 – 2.05e-05 – 1.38e-05 –

256 7.63e-07 3.0 2.58e-06 3.0 1.65e-06 3.1
512 9.44e-08 3.0 3.23e-07 3.0 2.02e-07 3.0

Deviation WB 128 1.70e-09 – 1.99e-09 – 5.98e-09 –
256 2.16e-10 3.0 2.52e-10 3.0 7.58e-10 3.0
512 2.71e-11 3.0 3.16e-11 3.0 9.52e-11 3.0

DWB 128 7.44e-08 – 6.27e-08 – 2.49e-07 –
256 4.67e-09 4.0 3.95e-09 4.0 1.57e-08 4.0
512 2.94e-10 4.0 2.51e-10 4.0 9.85e-10 4.0

LA 128 6.64e-08 – 4.86e-08 – 2.21e-07 –
256 4.19e-09 4.0 3.06e-09 4.0 1.39e-08 4.0
512 2.64e-10 4.0 1.96e-10 4.0 8.75e-10 4.0
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Table 4.12: L1-errors and convergence rates for a perturbation on an isothermal
hydrostatic solution of the Euler equations with periodic gravity after one quarter
sound crossing time computed using different methods. The setup is described in
Section 4.6.3.

fifth order methods, η = 1e− 5
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 2.08e-08 – 3.69e-08 – 6.61e-08 –

256 6.36e-10 5.0 1.17e-09 5.0 2.01e-09 5.0
512 1.96e-11 5.0 3.69e-11 5.0 6.21e-11 5.0

Deviation WB 128 1.99e-11 – 2.38e-11 – 6.89e-11 –
256 6.31e-13 5.0 7.55e-13 5.0 2.19e-12 5.0
512 2.00e-14 5.0 2.39e-14 5.0 6.84e-14 5.0

DWB 128 3.22e-10 – 9.66e-11 – 1.10e-09 –
256 5.15e-12 6.0 1.77e-12 5.8 1.75e-11 6.0
512 8.42e-14 5.9 3.64e-14 5.6 2.85e-13 5.9

LA 128 1.93e-10 – 8.04e-11 – 6.55e-10 –
256 3.13e-12 5.9 1.54e-12 5.7 1.06e-11 6.0
512 5.35e-14 5.9 3.33e-14 5.5 1.79e-13 5.9

seventh order methods, η = 1e− 5
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 128 7.05e-11 – 9.87e-11 – 2.95e-10 –

256 5.36e-13 7.0 7.94e-13 7.0 2.29e-12 7.0
512 6.29e-15 6.4 6.59e-15 6.9 1.87e-14 6.9

Deviation WB 128 3.79e-13 – 4.35e-13 – 1.31e-12 –
256 3.40e-15 6.8 3.76e-15 6.9 1.02e-14 7.0
512 1.97e-15 0.8 9.09e-16 2.0 2.70e-15 1.9

DWB 128 1.44e-12 – 6.95e-13 – 5.02e-12 –
256 6.82e-15 7.7 4.16e-15 7.4 2.18e-14 7.8
512 4.34e-15 0.7 1.59e-15 1.4 4.52e-15 2.3

LA 128 1.01e-12 – 9.10e-13 – 3.28e-12 –
256 5.51e-15 7.5 4.85e-15 7.6 1.67e-14 7.6
512 4.03e-15 0.5 1.51e-15 1.7 4.70e-15 1.8
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Figure 4.6: Density deviations from the isothermal hydrostatic state for the test with
a perturbation on the hydrostatic state described in Section 4.6.3. The snapshot is
taken at t = 0.25τ , i.e., after one quarter of the sound crossing time, in simulations
with the first order accurate methods . On the top panels a coarser grid is used, on
the bottom panels a finer grid is used. The right panels show a zoom in the y-axis
of the left panels.
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Figure 4.7: Density deviations from the isothermal hydrostatic state for the test with
a perturbation on the hydrostatic state described in Section 4.6.3. The snapshot is
taken at t = 0.25τ , i.e., after one quarter of the sound crossing time, in simulations
with the second order accurate methods . On the top panels a coarser grid is used,
on the bottom panels a finer grid is used. The right panels show a zoom in the
y-axis of the left panels.
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Figure 4.8: Density deviations from the isothermal hydrostatic state for the test with
a perturbation on the hydrostatic state described in Section 4.6.3. The snapshot is
taken at t = 0.25τ , i.e., after one quarter of the sound crossing time, in simulations
with the third order accurate methods . On the top panels a coarser grid is used, on
the bottom panels a finer grid is used. The right panels show a zoom in the y-axis
of the left panels.
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Figure 4.9: Density deviations from the isothermal hydrostatic state for the test with
a perturbation on the hydrostatic state described in Section 4.6.3. The snapshot is
taken at t = 0.25τ , i.e., after one quarter of the sound crossing time, in simulations
with the fifth order accurate methods . On the top panels a coarser grid is used, on
the bottom panels a finer grid is used. The right panels show a zoom in the y-axis
of the left panels.
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Figure 4.10: Density deviations from the isothermal hydrostatic state for the test
with a perturbation on the hydrostatic state described in Section 4.6.3. The snapshot
is taken at t = 0.25τ , i.e., after one quarter of the sound crossing time, in simulations
with the seventh order accurate methods . On the top panels a coarser grid is used,
on the bottom panels a finer grid is used. The right panels show a zoom in the
y-axis of the left panels.
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Figure 4.11: Initial data (left panel) and reference solution at final time (right panel)
for the tests performed in Section 4.6.4 are shown. The reference solution has been
computed with a standard first order accurate method on a grid with 32768 cells.

error we use a numerical solution obtained using a standard first order method with
32768 cells. The initial data and reference solution are visualized in Fig. 4.11. In
Fig. 4.12 we see the numerical results at final time for the Discretely Well-Balanced
methods. The simulations using unlimited polynomial reconstruction and interpo-
lation introduce spurious oscillations. When limiting (minmod or CWENO) is used,
no oscillations are visible. Using any of the other methods with the same formal
order of accuracy leads to visually very similar results, hence we omit showing them
for brevity.

To give quantitative results, we also compute the total variation of the solution
at final time for all methods. The total variation of a quantity α = ρ, ρu,E of a
numerical solution is defined by

TV(α) :=
N∑
i=1

|αi − αi−1|. (4.87)

In Table 4.13 we present the difference in total variation relative to the total variation
of the reference solution

θ(α) :=
TV(α)

TV(αref)
− 1. (4.88)

A negative value of θ indicates that the total variation is smaller than in the ref-
erence solution. A positive value of θ means that there are additional oscillations.
Since the reference solution is computed with a first order method on a fine grid,
it can be expected to be accurate and free of oscillations. In Tables 4.13 and 4.14,
the θ values for different methods with and without limiting are presented along-
side the L1 errors. All unlimited methods introduce spurious oscillations. The
methods using limiting lead to a decrease in total variation in conserved variables
compared to the reference solution. The only exceptions are the seventh order ac-
curate Discretely Well-Balanced and Local Approximation method, for which the θ
value signals minor (compared to the oscillations in the solutions obtained using the
unlimited methods) oscillations in the momentum. Overall, this indicates that the
limited well-balanced methods are as robust as the limited standard methods.
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Figure 4.12: Simulation results for the tests performed in Section 4.6.4. The formally
second, third, fifth and seventh order accurate Deviation methods are used with and
without limiting on 128 cells grid.
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Table 4.13: Errors and total variation for the robustness test from Section 4.6.4
at final time t = 0.02. The formally second and third order accurate standard and
well-balanced methods are used with and without limiting on a 128 cells grid. The
oscillation indicator θ is defined in Eq. (4.88).

second order methods
method ρ error θ(ρ) ρu error θ(ρu) E error θ(E)

unlimited
Standard 6.85e-04 1.66e-03 8.11e-04 1.34e-01 2.57e-03 1.94e-02
α-β WB 6.61e-04 -1.21e-02 8.04e-04 1.32e-01 2.55e-03 1.36e-02

Deviation WB 6.85e-04 1.66e-03 8.11e-04 1.34e-01 2.57e-03 1.94e-02
minmod
Standard 8.39e-04 -5.80e-02 9.94e-04 -5.07e-02 3.08e-03 -1.00e-03
α-β WB 8.19e-04 -5.86e-02 9.89e-04 -5.33e-02 3.07e-03 -1.01e-03

Deviation WB 8.31e-04 -5.92e-02 9.87e-04 -5.59e-02 3.09e-03 -1.00e-03

third order methods
method ρ error θ(ρ) ρu error θ(ρu) E error θ(E)

unlimited
Standard 6.65e-04 1.08e-02 8.01e-04 2.10e-01 2.52e-03 4.59e-02

Deviation WB 6.65e-04 1.08e-02 8.01e-04 2.10e-01 2.52e-03 4.59e-02
DWB 6.65e-04 1.09e-02 8.02e-04 2.11e-01 2.52e-03 4.61e-02
LA 6.65e-04 1.09e-02 8.02e-04 2.11e-01 2.52e-03 4.61e-02

CWENO 3
Standard 7.62e-04 -5.50e-02 8.88e-04 -4.38e-02 2.66e-03 -1.01e-03

Deviation WB 7.54e-04 -5.63e-02 8.84e-04 -5.18e-02 2.67e-03 -1.01e-03
DWB 7.66e-04 -5.28e-02 8.92e-04 -4.31e-02 2.71e-03 -1.01e-03
LA 7.65e-04 -5.28e-02 8.91e-04 -4.32e-02 2.71e-03 -1.01e-03
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Table 4.14: Errors and total variation for the robustness test from Section 4.6.4
at final time t = 0.02. The formally fifth and seventh order accurate standard and
well-balanced methods are used with and without limiting on a 128 cells grid. The
oscillation indicator θ is defined in Eq. (4.88).

fifth order methods
method ρ error θ(ρ) ρu error θ(ρu) E error θ(E)

unlimited
Standard 5.47e-04 9.45e-02 6.63e-04 4.43e-01 2.13e-03 1.18e-01

Deviation WB 5.47e-04 9.45e-02 6.63e-04 4.43e-01 2.13e-03 1.18e-01
DWB 5.47e-04 9.43e-02 6.64e-04 4.44e-01 2.13e-03 1.19e-01
LA 5.47e-04 9.44e-02 6.63e-04 4.44e-01 2.13e-03 1.19e-01

CWENO 5
Standard 5.71e-04 -5.00e-02 6.78e-04 -4.12e-02 2.04e-03 -1.01e-03

Deviation WB 5.71e-04 -4.92e-02 6.68e-04 -4.09e-02 2.07e-03 -1.01e-03
DWB 5.59e-04 -4.68e-02 6.47e-04 -3.97e-02 2.03e-03 -1.01e-03
LA 5.59e-04 -4.69e-02 6.47e-04 -4.00e-02 2.03e-03 -1.01e-03

seventh order methods
method ρ error θ(ρ) ρu error θ(ρu) E error θ(E)

unlimited
Standard 5.60e-04 1.46e-01 7.21e-04 6.22e-01 2.18e-03 1.84e-01

Deviation WB 5.60e-04 1.46e-01 7.21e-04 6.22e-01 2.18e-03 1.84e-01
DWB 5.60e-04 1.46e-01 7.22e-04 6.23e-01 2.18e-03 1.84e-01
LA 5.60e-04 1.46e-01 7.22e-04 6.23e-01 2.18e-03 1.84e-01

CWENO 7
Standard 4.99e-04 -2.82e-02 5.57e-04 -1.01e-03 1.73e-03 -1.01e-03

Deviation WB 4.88e-04 -2.75e-02 5.51e-04 -8.11e-07 1.73e-03 -1.01e-03
DWB 4.86e-04 -2.59e-02 5.32e-04 1.86e-03 1.72e-03 -9.15e-04
LA 4.87e-04 -2.57e-02 5.35e-04 3.59e-03 1.73e-03 -1.01e-03
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4.6.5 Ideal Gas with Radiation Pressure: Polytropic Hydro-
static State

In astrophysical applications the EoS can be different from the ideal gas EoS. In fact,
in many cases the conversion between internal energy and pressure (while knowing
density) cannot be computed in an explicit way. In this and the following sec-
tion we consider a gas which is subject to the EoS for an ideal gas with radiation
pressure (see Section 2.3.1.2). The conversion is then given as an implicit relation,
which we solve using Newton’s method (e.g., [49, 133]). While this does not pose
any issue for the Deviation and α-β methods, it affects the performance of the Dis-
cretely Well-Balanced and Local Approximation methods significantly, as we will see
in the following tests. This is due to the fact that the hydrostatic pressure integrals
used to find a local approximation of hydrostatic states are now approximated via
numerical quadratures instead of exact integration. As in the ideal gas case before,
we also use γ = 1.4 in the EoS for an ideal gas with radiation pressure and for the
Stefan–Boltzmann constant we use aSB = 3.

In this test, we once more consider the polytropic hydrostatic state given in Sec-
tion 2.4.1 on the periodic gravitational potential φ(x) = sin(2πx). In the derivation
of this hydrostatic state the EoS is not explicitly used, such that it is a solution for
any arbitrary EoS. The speed of sound for an ideal gas with radiation pressure is
given by

c =

√
Γ1p

ρ
, where Γ1 = β +

(4− 3β)2(γ − 1)

β + 12(γ − 1)(1− β)
with β =

ρT

p
(4.89)

and we use Newton’s method (e.g., [49, 133]) to compute T and thus p from con-
served variables (see Section 2.3.1.2). The sound crossing time for this polytropic
setup, computed from the discretized initial data (on 128 cells) using Eq. (4.82)
and Eq. (4.89), is τ ≈ 0.7. We run the test to a final time of t = 10τ using the
standard and well-balanced methods with different orders of accuracy. The L1 er-
rors for the exactly well-balanced methods (α-β and Deviation) together with the
standard method for a resolution of N = 128 are given in Table 4.15. L1-errors
and convergence rates for the approximate well-balanced methods together with the
standard method are given in Table 4.16. For the approximate well-balanced meth-
ods, we use the two different approaches of computing the cell-centered hydrostatic
pressure introduced in Section 4.4.1.3. In the methods called DWB and LA, the
iterative approach of computing the cell-centered pressure is applied, which means
that the DWB method satisfies Theorem 4.4.4. In the methods DWB-fast and LA-
fast, we approximate the cell-centered hydrostatic pressure using the EoS on the
cell-centered point values of conserved variables obtained from the reconstruction
polynomial. This approach has also been described in Section 4.4.1.3. Using any of
the well-balanced methods significantly improves the result compared to the stan-
dard method. However, there is no increased rate of convergence (which we saw in
the case of an ideal gas EoS for the DWB and LA method). It gets evident that the
Local Approximation method with the fast computation of the cell-centered pres-
sure is at least as accurate as the other approximate well-balanced methods. Since
this method has a smaller stencil than the Discretely Well-Balanced methods and
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Table 4.15: L1-errors for a polytropic hydrostatic solution of the Euler equations
with the EoS for an ideal gas with radiation pressure after ten sound crossing times
computed using different methods at a 128 cells grid. The setup is described in
Section 4.6.5.

first order methods
method N ρ error ρu error E error
Standard 128 2.00e-01 1.27e-02 4.49e-01
α-β WB 128 8.93e-15 1.47e-15 3.79e-14

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00

second order methods
method N ρ error ρu error E error
Standard 128 1.55e-02 7.47e-04 1.48e-02
α-β WB 128 3.21e-14 2.84e-15 1.28e-13

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00

third order methods
method N ρ error ρu error E error
Standard 128 1.03e-02 1.27e-04 3.91e-03

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00

fifth order methods
method N ρ error ρu error E error
Standard 128 1.98e-06 4.37e-08 2.39e-06

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00

seventh order methods
method N ρ error ρu error E error
Standard 128 4.84e-08 5.15e-10 1.76e-08

Deviation WB 128 0.00e+00 0.00e+00 0.00e+00

saves computational cost compared to the methods with iterative computation of
the cell-centered pressure, we consider it to be the favorable method amongst the
approximate well-balanced methods for a non-ideal EoS. Hence, in the following
test, we include the LA-fast method as the only representative from the class of
approximate well-balanced methods.

4.6.6 Ideal Gas with Radiation Pressure: Polytropic Hydro-
static State with Perturbation

To the setup from Section 4.6.5 we add the perturbation

ρ(x) = ρ̃(x), u(x) = ũ(x), p(x) = p̃(x) + η exp

(
−100

(
x− 1

2

)2
)
, (4.90)
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Table 4.16: L1-errors and convergence rates for a polytropic hydrostatic solution
of the Euler equations with the EoS for an ideal gas with radiation pressure after
ten sound crossing times computed using different formally third and fifth order
accurate methods. The setup is described in Section 4.6.5.

third order methods
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 32 1.16e-01 – 5.44e-03 2.0 1.18e-01 2.1

64 3.73e-02 1.6 8.53e-04 2.7 2.20e-02 2.4
128 1.03e-02 1.9 1.27e-04 2.7 3.91e-03 2.5

DWB 32 2.01e-02 – 5.61e-04 – 1.97e-02 –
64 5.45e-03 1.9 1.00e-04 2.5 3.36e-03 2.6
128 1.27e-03 2.1 1.55e-05 2.7 5.43e-04 2.6

DWB-fast 32 2.67e-02 – 7.73e-04 – 2.86e-02 –
64 7.42e-03 1.8 1.37e-04 2.5 4.54e-03 2.7
128 1.75e-03 2.1 2.10e-05 2.7 7.29e-04 2.6

LA 32 1.04e-02 – 3.05e-04 – 9.88e-03 –
64 2.20e-03 2.2 3.56e-05 3.1 1.21e-03 3.0
128 3.92e-04 2.5 4.25e-06 3.1 1.26e-04 3.3

LA-fast 32 1.04e-02 – 3.04e-04 – 9.86e-03 –
64 2.20e-03 2.2 3.56e-05 3.1 1.21e-03 3.0
128 3.92e-04 2.5 4.25e-06 3.1 1.26e-04 3.3

fifth order methods
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 32 1.73e-03 – 4.33e-05 – 2.03e-03 –

64 6.10e-05 4.8 1.39e-06 5.0 7.39e-05 4.8
128 1.98e-06 4.9 4.37e-08 5.0 2.39e-06 4.9

DWB 32 5.66e-05 – 1.65e-06 – 7.06e-05 –
64 2.00e-06 4.8 5.71e-08 4.9 2.56e-06 4.8
128 6.42e-08 5.0 1.68e-09 5.1 8.34e-08 4.9

DWB-fast 32 2.00e-04 – 5.22e-06 – 2.67e-04 –
64 7.08e-06 4.8 1.65e-07 5.0 8.19e-06 5.0
128 2.02e-07 5.1 5.26e-09 5.0 2.55e-07 5.0

LA 32 6.03e-05 – 1.71e-06 – 7.52e-05 –
64 2.01e-06 4.9 5.79e-08 4.9 2.58e-06 4.9
128 6.43e-08 5.0 1.69e-09 5.1 8.36e-08 4.9

LA-fast 32 8.22e-05 – 2.16e-06 – 1.08e-04 –
64 2.26e-06 5.2 3.27e-08 6.0 2.80e-06 5.3
128 5.62e-08 5.3 2.20e-09 3.9 7.23e-08 5.3
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where the functions with ·̃ 9 describe the polytropic hydrostatic state from Sec-
tion 4.6.5. This test, using the same methods as in Section 4.6.5, is run to the
final time of t = 0.25τ at different grid resolutions for a large (η = 0.1) and a
small (η = 10−5) perturbation. The corresponding L1-errors and convergence rates
are shown in Tables 4.17 and 4.18 for the large perturbation and in Tables 4.19
and 4.20 for the small perturbation. The density deviation from the hydrostatic
background is visualized in Figs. 4.13 to 4.17 for the different methods for η = 0.1.
All well-balanced methods show an improved capability to capture the deviations
from the hydrostatic state compared to the standard method. The exact well-
balanced methods (α-β WB and Deviation WB) are even more accurate than the
approximate well-balanced method (LA-fast). Surprisingly, the density and energy
errors in Table 4.19 are exactly the same for the first and second order accurate
α-β and Deviation method and they display second order convergence rates. Pre-
sumably, in these tests there is some dominant second order error in the setup. For
example, the initial states are given in pressure and density and then converted
to total energy. This conversion is realized in a second order accurate manner by
simply converting cell averages. For the ideal gas EoS, the hydrostatic energy and
pressure are related linearly. Since this is not the case for ideal gas with radiation
pressure, this conversion error in the initial conditions can appear here. For the
higher order methods, the initial energy is computed using a sufficiently high order
accurate Gaussian quadrature from the given pressure and density profile.

9We use this notation because the ·̃ functions also describe the target solution handed to the
Deviation method and the α-β method
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Table 4.17: L1-errors and convergence rates for a large perturbation on a polytropic
hydrostatic solution of the Euler equations with periodic gravity and the EoS from
Section 2.3.1.2 after one quarter of the sound crossing time computed using different
methods. The setup is described in Section 4.6.6.

first order methods, η = 1e− 1
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 64 1.57e-02 – 2.60e-02 – 9.59e-02 –

128 8.27e-03 0.9 1.36e-02 0.9 4.98e-02 0.9
256 4.25e-03 1.0 6.99e-03 1.0 2.54e-02 1.0

α-β WB 64 2.51e-04 – 5.66e-07 – 8.52e-04 –
128 6.32e-05 2.0 3.31e-07 0.8 2.15e-04 2.0
256 1.59e-05 2.0 1.81e-07 0.9 5.40e-05 2.0

Deviation WB 64 2.51e-04 – 4.70e-07 – 8.52e-04 –
128 6.32e-05 2.0 2.77e-07 0.8 2.15e-04 2.0
256 1.59e-05 2.0 1.52e-07 0.9 5.40e-05 2.0

second order methods, η = 1e− 1
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 64 2.07e-03 – 1.36e-03 – 5.39e-03 –

128 5.62e-04 1.9 3.55e-04 1.9 1.37e-03 2.0
256 1.48e-04 1.9 8.99e-05 2.0 3.47e-04 2.0

α-β WB 64 2.50e-04 – 8.54e-08 – 8.51e-04 –
128 6.31e-05 2.0 2.66e-08 1.7 2.14e-04 2.0
256 1.58e-05 2.0 7.27e-09 1.9 5.38e-05 2.0

Deviation WB 64 2.50e-04 – 7.83e-08 – 8.51e-04 –
128 6.31e-05 2.0 2.25e-08 1.8 2.14e-04 2.0
256 1.58e-05 2.0 6.07e-09 1.9 5.38e-05 2.0

third order methods, η = 1e− 1
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 64 1.36e-03 – 8.82e-04 – 1.66e-03 –

128 3.29e-04 2.0 1.43e-04 2.6 2.70e-04 2.6
256 7.62e-05 2.1 2.19e-05 2.7 4.07e-05 2.7

Deviation WB 64 1.26e-08 – 1.49e-08 – 4.73e-08 –
128 1.65e-09 2.9 1.96e-09 2.9 6.19e-09 2.9
256 2.11e-10 3.0 2.52e-10 3.0 7.94e-10 3.0

LA-fast 64 6.44e-05 – 3.48e-05 – 5.99e-05 –
128 1.26e-05 2.3 3.81e-06 3.2 9.11e-06 2.7
256 2.16e-06 2.6 3.89e-07 3.3 1.26e-06 2.9
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Table 4.18: L1-errors and convergence rates for a large perturbation on a polytropic
hydrostatic solution of the Euler equations with periodic gravity and the EoS from
Section 2.3.1.2 after one quarter of the sound crossing time computed using different
methods. The setup is described in Section 4.6.6.

fifth order methods, η = 1e− 1
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 32 6.29e-05 – 7.24e-05 – 1.07e-04 –

64 2.23e-06 4.8 2.71e-06 4.7 3.94e-06 4.8
128 7.11e-08 5.0 9.03e-08 4.9 1.25e-07 5.0

Deviation WB 32 2.55e-08 – 2.84e-08 – 8.97e-08 –
64 1.54e-09 4.0 1.79e-09 4.0 5.54e-09 4.0
128 9.01e-11 4.1 1.07e-10 4.1 3.30e-10 4.1

LA-fast 32 2.72e-06 – 2.81e-06 – 4.82e-06 –
64 7.86e-08 5.1 9.74e-08 4.8 1.38e-07 5.1
128 2.28e-09 5.1 3.20e-09 4.9 4.02e-09 5.1

seventh order methods, η = 1e− 1
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 32 8.52e-06 – 7.65e-06 – 1.45e-05 –

64 1.22e-07 6.1 7.84e-08 6.6 2.02e-07 6.2
128 1.77e-09 6.1 7.70e-10 6.7 2.03e-09 6.6

Deviation WB 32 4.77e-09 – 5.66e-09 – 1.73e-08 –
64 3.07e-10 4.0 3.59e-10 4.0 1.09e-09 4.0
128 4.03e-11 2.9 4.82e-11 2.9 1.45e-10 2.9



4.6. Numerical Tests 101

Table 4.19: L1-errors and convergence rates for a small perturbation on a polytropic
hydrostatic solution of the Euler equations with periodic gravity and the EoS from
Section 2.3.1.2 after one quarter of the sound crossing time computed using different
methods. The setup is described in Section 4.6.6.

first order methods, η = 1e− 5
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 64 1.57e-02 – 2.60e-02 – 9.59e-02 –

128 8.27e-03 0.9 1.36e-02 0.9 4.98e-02 0.9
256 4.25e-03 1.0 6.99e-03 1.0 2.54e-02 1.0

α-β WB 64 2.50e-04 – 5.66e-11 – 8.51e-04 –
128 6.31e-05 2.0 3.31e-11 0.8 2.14e-04 2.0
256 1.58e-05 2.0 1.81e-11 0.9 5.38e-05 2.0

Deviation WB 64 2.50e-04 – 4.70e-11 – 8.51e-04 –
128 6.31e-05 2.0 2.77e-11 0.8 2.14e-04 2.0
256 1.58e-05 2.0 1.52e-11 0.9 5.38e-05 2.0

second order methods, η = 1e− 5
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 64 2.07e-03 – 1.36e-03 – 5.39e-03 –

128 5.62e-04 1.9 3.55e-04 1.9 1.37e-03 2.0
256 1.48e-04 1.9 8.99e-05 2.0 3.47e-04 2.0

α-β WB 64 2.50e-04 – 8.54e-12 – 8.51e-04 –
128 6.31e-05 2.0 2.66e-12 1.7 2.14e-04 2.0
256 1.58e-05 2.0 7.26e-13 1.9 5.38e-05 2.0

Deviation WB 64 2.50e-04 – 7.83e-12 – 8.51e-04 –
128 6.31e-05 2.0 2.25e-12 1.8 2.14e-04 2.0
256 1.58e-05 2.0 6.06e-13 1.9 5.38e-05 2.0

third order methods, η = 1e− 5
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 64 1.36e-03 – 8.82e-04 – 1.66e-03 –

128 3.29e-04 2.0 1.43e-04 2.6 2.70e-04 2.6
256 7.62e-05 2.1 2.19e-05 2.7 4.07e-05 2.7

Deviation WB 64 1.26e-12 – 1.49e-12 – 4.73e-12 –
128 1.64e-13 2.9 1.97e-13 2.9 6.19e-13 2.9
256 2.14e-14 2.9 2.55e-14 2.9 7.97e-14 3.0

LA-fast 64 6.44e-05 – 3.48e-05 – 5.99e-05 –
128 1.26e-05 2.3 3.81e-06 3.2 9.11e-06 2.7
256 2.16e-06 2.6 3.89e-07 3.3 1.26e-06 2.9
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Table 4.20: L1-errors and convergence rates for a small perturbation on a polytropic
hydrostatic solution of the Euler equations with periodic gravity and the EoS from
Section 2.3.1.2 after one quarter of the sound crossing time computed using different
methods. The setup is described in Section 4.6.6.

fifth order methods, η = 1e− 5
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 32 6.29e-05 – 7.24e-05 – 1.07e-04 –

64 2.23e-06 4.8 2.71e-06 4.7 3.94e-06 4.8
128 7.11e-08 5.0 9.03e-08 4.9 1.25e-07 5.0

Deviation WB 32 2.55e-12 – 2.84e-12 – 8.97e-12 –
64 1.54e-13 4.1 1.79e-13 4.0 5.53e-13 4.0
128 9.23e-15 4.1 1.09e-14 4.0 3.31e-14 4.1

LA-fast 32 2.72e-06 – 2.80e-06 – 4.84e-06 –
64 7.86e-08 5.1 9.73e-08 4.8 1.38e-07 5.1
128 2.29e-09 5.1 3.18e-09 4.9 4.10e-09 5.1

seventh order methods, η = 1e− 5
method N ρ error ρ rate ρu error ρu rate E error E rate
Standard 32 8.52e-06 – 7.65e-06 – 1.45e-05 –

64 1.22e-07 6.1 7.83e-08 6.6 2.02e-07 6.2
128 1.77e-09 6.1 7.52e-10 6.7 2.03e-09 6.6

Deviation WB 32 4.77e-13 – 5.66e-13 – 1.73e-12 –
64 3.02e-14 4.0 3.62e-14 4.0 1.09e-13 4.0
128 4.47e-15 2.8 5.03e-15 2.8 1.47e-14 2.9
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Figure 4.13: Density deviations from the polytropic hydrostatic (EoS for ideal gas
with radiation pressure) state for the test with a perturbation on the hydrostatic
state described in Section 4.6.6. The snapshot is taken at t = 0.25τ , i.e., after one
quarter of the sound crossing time, from simulations using the first order accurate
methods. On the top panels a coarser grid is used, on the bottom panels a finer grid
is used. The right panels show a zoom in to the data from the left panels.
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Figure 4.14: Density deviations from the polytropic hydrostatic (EoS for ideal gas
with radiation pressure) state for the test with a perturbation on the hydrostatic
state described in Section 4.6.6. The snapshot is taken at t = 0.25τ , i.e., after one
quarter of the sound crossing time, from simulations using the second order accurate
methods. On the top panels a coarser grid is used, on the bottom panels a finer grid
is used. The right panels show a zoom in to the data from the left panels.
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Figure 4.15: Density deviations from the polytropic hydrostatic (EoS for ideal gas
with radiation pressure) state for the test with a perturbation on the hydrostatic
state described in Section 4.6.6. The snapshot is taken at t = 0.25τ , i.e., after one
quarter of the sound crossing time, from simulations using the third order accurate
methods. On the top panels a coarser grid is used, on the bottom panels a finer grid
is used. The right panels show a zoom in to the data from the left panels.
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Figure 4.16: Density deviations from the polytropic hydrostatic (EoS for ideal gas
with radiation pressure) state for the test with a perturbation on the hydrostatic
state described in Section 4.6.6. The snapshot is taken at t = 0.25τ , i.e., after one
quarter of the sound crossing time, from simulations using the fifth order accurate
methods. On the top panels a coarser grid is used, on the bottom panels a finer grid
is used. The right panels show a zoom in to the data from the left panels.
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Figure 4.17: Density deviations from the polytropic hydrostatic (EoS for ideal gas
with radiation pressure) state for the test with a perturbation on the hydrostatic
state described in Section 4.6.6. The snapshot is taken at t = 0.25τ , i.e., after
one quarter of the sound crossing time, from simulations using the seventh order
accurate methods. On the top panels a coarser grid is used, on the bottom panels a
finer grid is used. The right panels show a zoom in to the data from the left panels.
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Chapter 5

Finite Volume Methods for
Multi-Dimensional Systems of
Hyperbolic Balance Laws

In the rest of this thesis, we aim to generalize the numerical methods introduced
before for the application on two-dimensional compressible Euler equations with
gravity source term. Using these techniques, the methods can in principle also be
extended to three-dimensional Euler equations. However, for brevity, and for the
reason that we only show two-dimensional simulations in the end, we decided not
to present the three-dimensional methods. First, let us introduce and discuss the
hyperbolic balance laws we are considering in two spatial dimensions.

5.1 Multi-Dimensional Hyperbolic Balance Laws
For one-dimensional systems of conservation laws, the characteristic structure can
be understood by diagonalizing the system. The characteristic variables follow the
characteristics. Techniques and approaches to deal with those situations, in which
characteristics cross or in which there are no unique characteristics, have been dis-
cussed in Chapter 2. For two-dimensional systems

∂tq +∇ · F = 0 (5.1)

with the flux tensor F = (fx,fy) the situation is less clear. We cannot base our
theory on a diagonal form of the system, since the flux Jacobians

Ax(q) :=
∂fx(q̄)

∂q̄

∣∣∣∣
q̄=q

and Ay(q) :=
∂fy(q̄)

∂q̄

∣∣∣∣
q̄=q

(5.2)

can in general not be diagonalized simultaneously (i.e., the diagonalizing matrices
for Ax and Ay are in general different) at a certain state q: For the system to be
hyperbolic it is only required that the matrix n·(Ax, Ay)T is diagonalizable with real
eigenvalues for any n ∈ R2 \ {0} (e.g., [103]). To be simultaneously diagonalizable,
the matrices Ax and Ay have to commute, i.e., AxAy = AyAx.

109
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Additionally, characteristics have more freedom to move in different directions.
Consider the linear acoustics system

∂tq + Ax∂xq +By∂yq = 0 (5.3)

with

Ax =

 0 K0 0
1/ρ0 0 0

0 0 0

 and Ay =

 0 0 K0

0 0 0
1/ρ0 0 0

 . (5.4)

Independent of the choice of n, the matrix n·(Ax, Ay)T has the eigenvalues−c0, 0,+c0,
where c0 =

√
K0/ρ0 is the speed of sound.1 Information from one point now travels

in every direction with the velocity c0 (and additionally with velocity 0). Vice-versa,
infinitely many characteristics from all directions reach a given point at a given time.
For non-linear systems like the two-dimensional compressible Euler equations, the
situation is even more complicated.

5.1.1 Two-Dimensional Compressible Euler Equations with
Gravitational Source Term

Let Ω ⊂ R2 be the spatial domain of interest. The two-dimensional compressible
Euler system with gravity source term is given in the form of a two-dimensional
hyperbolic balance law

∂tq +∇ · F = s (5.5)

with the state vector

q =


ρ
ρu
ρv
E

 , (5.6)

the flux tensor F = (fx,fy), where

fx =


ρu

ρu2 + p
ρuv

(E + p)u

 , fy =


ρv
ρuv

ρv2 + p
(E + p) v

 , (5.7)

and the gravitational source term

s =


0
ρgx
ρgy
ρv · g

 . (5.8)

The vector-valued gravitational acceleration g = (gx, gy)
T is the negative gradient of

the gravitational potential φ ∈ C1(Ω,R), i.e., g = −∇φ. For this thesis we assume
1Note that this does not imply that the matrices are simultaneously diagonalizable. In fact,

they are not.
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φ and hence also g to be constant in time, just as in the one-dimensional case. The
volumetric total energy is E = ε+Ekin with Ekin = 1

2
ρ|v|2, where v = (u, v)T is the

fluid velocity. The volumetric internal energy ε is related to density ρ and pressure
p via an EoS as discussed in Section 2.3.1.

The transformations between primitive variables qprim = (ρ, u, v, p)T and con-
served variables qcons = q are

∂qcons

∂qprim
=


1 0 0 0
u ρ 0 0
v 0 ρ 0

1
2
(u2 + v2)− ∂pEoS(ρ,ε)

∂ρ

(
∂pEoS(ρ,ε)

∂ε

)−1

ρu ρv
(
∂pEoS(ρ,ε)

∂ε

)−1

 (5.9)

and

∂qprim

∂qcons
=

(
∂qcons

∂qprim

)−1

=


1 0 0 0
−u
ρ

1
ρ

0 0

−v
ρ

0 1
ρ

0
∂pEoS(ρ,ε)

∂ρ
+ 1

2
∂pEoS(ρ,ε)

∂ε
(u2 + v2) −∂pEoS(ρ,ε)

∂ε
u −∂pEoS(ρ,ε)

∂ε
v ∂pEoS(ρ,ε)

∂ε

 . (5.10)

In primitive variables, the flux Jacobians take the form

Aprim
x (q) =


u ρ 0 0
0 u 0 1

ρ

0 0 u 0
0 ρc2 0 u

 , Aprim
y (q) =


v 0 ρ 0
0 v 0 0
0 0 v 1

ρ

0 0 ρc2 v

 (5.11)

with the matrices of right eigenvectors

Rprim
x (q) =


0 1 1

c2
1
c2

0 0 1
cρ
− 1
cρ

1 0 0 0
0 0 1 1

 , Rprim
y (q) =


0 1 1

c2
1
c2

1 0 0 0
0 0 1

cρ
− 1
cρ

0 0 1 1

 (5.12)

and the diagonal matrices

Λx(q) = diag(u, u, u+ c, u− c), Λy(q) = diag(v, v, v + c, v − c) (5.13)

of eigenvalues, where c is the speed of sound defined in Eq. (2.28). The flux Jaco-
bians and matrices of right eigenvectors in conserved variables can be obtained via
transformation as discussed in Section 2.3.2.

5.1.2 Hydrostatic Solutions

The multi-dimensional hydrostatic equation takes the form

∇p = ρg. (5.14)
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As in the one-dimensional case (Eq. (2.35)), this partial differential equation is ob-
tained by setting all time-derivatives and the velocity to zero and hence describes
(hydro)static solutions. The hydrostatic solutions have to additionally satisfy the
EoS (see Section 2.3.1) used to relate the thermodynamical quantities. In prin-
ciple, Eq. (5.14) admits genuinely multi-dimensional stratifications of density and
pressure. However, the physical world tends to produce symmetric solutions: The
gravitational potential φ has, in many cases, spherical symmetry, since it is given as
the solution of the Poisson-equation ∇ · (∇φ) = 4πGρ (G is the universal gravita-
tional constant) and the density distribution of gravitating objects such as planets
or stars is often close to spherical symmetry. In other applications the gravitational
acceleration g is chosen as a constant, since only a part of an atmosphere at a
planet’s surface or a part of the stellar interior is simulated, in which the gravi-
tational acceleration does not significantly depend on the coordinates. In both of
the described cases, the problem of solving the hydrostatic equation reduces to a
one-dimensional problem, e.g., in radial direction or the direction of the (constant)
gravitational acceleration. As examples for two-dimensional hydrostatic states, we
hence do not introduce new types of hydrostatic solutions. Instead, we give formulae
to extend the one-dimensional hydrostatic states introduced in Section 2.4.1 to two
spatial dimensions according to the description above.

Radial symmetry Assume the gravitational potential to be spherically symmet-
ric, i.e., φ(x) = φ1d (‖x‖2). The same holds then for the corresponding hydrostatic
states:

ρ(x) = ρ1d (‖x‖2) , p(x) = p1d (‖x‖2) , (5.15)

where ρ1d and p1d describe a one-dimensional hydrostatic state belonging to the
gravitational potential φ1d, such as the ones introduced in Section 2.4.1.

Constant gravitational acceleration Assume a constant gravitational acceler-
ation g = (gx, gy)

T ∈ R2. In this case, the gravitational potential is φ(x) = C−x ·g
for an arbitrary constant C ∈ R and the hydrostatic states are

ρ(x) = ρ1d
(
C − x · g

‖g‖2

)
, p(x) = p1d

(
C − x · g

‖g‖2

)
, (5.16)

where ρ1d and p1d describe a one-dimensional hydrostatic state such as the ones
introduced in Section 2.4.1 belonging to the one-dimensional gravitational potential
given by φ(x) = C − |g|x.

5.2 About Two-Dimensional Runge–Kutta Finite Vol-
ume Methods

Let us divide the two-dimensional domain Ω ⊂ R2 into a finite number of cells.2
Reconsider the Godunov method introduced in Section 3.1. The basic idea was

2Spatial discretization of a domain will be discussed below in Section 5.3.
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Figure 5.1: Density of the solution of three different four-state Riemann problems for
the two-dimensional homogeneous compressible Euler system. Close to the bound-
aries the solution of the two-state Riemann problems is given by the solution of the
one-dimensional Riemann problem. In the central region, however, complex struc-
tures appear. The solutions have been obtained applying an RK-FV method based
on approximate Riemann solvers for the one-dimensional Riemann problem. These
figures provide a qualitative visualization, for quantitative information and details
on the test setups see Appendix A.3.

that the given initial data are simplified in each time-step such that they are piece-
wise constant and can, for a short time, be evolved exactly. This exact evolution
was possible, since the two-state Riemann-problems appearing at the cell interfaces
could be solved analytically using some additional assumptions such as an entropy
condition and self-similarity. In one spatial dimension, it is clear that the solution
of a Riemann problem consists of a certain number of states connected by shocks
or rarefaction waves. In two spatial dimensions, it is unfortunately not that simple.
At the points, at which interfaces meet, Riemann-problems involving more than
two states have to be solved. These solutions can have a rich spatial structure, as
is visualized in Fig. 5.1. It is thus, compared to the one-dimensional case, much
more challenging to find approximate Riemann solvers approximating solutions of
two-dimensional Riemann problems.

The RK-FV approach we follow in this thesis avoids solving multi-dimensional
Riemann problems, since the applied numerical fluxes are only evaluated at two
states (on both sides of an interface) and thus only approximate solutions of the
one-dimensional Riemann problem are used. As we can see in Fig. 5.1, it is yet
possible to resolve two-dimensional structures. However, it is noteworthy that
the numerical methods which are based on numerical two-state fluxes often vio-
late multi-dimensional involutions (e.g., the ∇ · B = 0 constraint in compressible
ideal magnetohydrodynamics (MHD) equations [60]) or multi-dimensional condi-
tions appearing in some asymptotic limit (e.g., the low Mach limit of compressible
Euler equations [79]). In these cases there are solution strategies either adding some
multi-dimensional components to the numerical scheme (e.g., constrained transport
for MHD [60, 165, 144]) or applying corrections to the numerical fluxes (e.g., low
Mach fixes for Euler equations [168, 140, 159, 128, 113, 16]). To accurately cap-
ture multi-dimensional structures in the first place, there are also finite volume-type
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methods which do not rely on the simplification discussed above like the multi-
dimensional active flux method (e.g., [61, 9, 7]) and there are also numerical fluxes
using information from a multi-dimensional stencil (e.g., [80, 33, 134]).

However, one important property of our well-balanced methods is that they can
easily be added to most existing finite volume codes without restructuring. Since
the majority of finite volume codes relies on two-state Riemann solvers, we utilize
this structure to extend our well-balanced methods to two spatial dimensions. In
the rest of this chapter we only focus on this type of two-dimensional finite volume
methods.

5.3 Grids
The basic discretization technique in the context of finite volume methods, is the
discretization of space or space-time into a grid. In the context of RK-FV methods,
a grid only has to discretize space, hence we focus on spatial discretization in this
section. Examples for fully-discrete methods using space-time grids are [44, 149, 68].
We adapt the definition for a grid, which is given in Section 3.1 of [135].

Definition 5.3.1 (Grid). Let Ω ⊂ R2 be a polygonal domain, i.e., Ω is an open
bounded connected subset of R2 and Ω̄ is the union of a finite number of polygons.
As grid G for Ω we define a finite decomposition of Ω with the following properties:

1. Each K ∈ G is a polygon with K̊ 6= ∅,

2.
⋃
K∈GK = Ω̄,

3. K̊1 ∩ K̊2 = ∅ for each pair of distinct K1, K2 ∈ G.

In the following, we often denote the grid with G = {Ωi}i∈I , where I is a suitable
set of indices, e.g., I = {1, ..., N} for the number of cells N ∈ N. An important
relation between the cells of a grid is the neighborhood relation:

Definition 5.3.2 (Neighboring cells). Let Ωi,Ωj ∈ G (i, j ∈ I) be cells in the grid
G for the domain Ω ⊂ R2. We define the common face ∂Ωij = Ωi ∩ Ωj. If δΩij is
a manifold of co-dimension 1, we call Ωj a neighbor of Ωi. The set of indices of
neighbors of the cell Ωi is denoted by

Ni := {j ∈ I : dim(∂Ωij) = d− 1} . (5.17)

The neighborhood relation is symmetric, i.e., i ∈ Nj is equivalent to j ∈ Ni for
i, j ∈ I.

5.3.1 Curvilinear Grids

The presumably simplest grid is the uniform Cartesian grid.

Definition 5.3.3 (Cartesian grid and uniform Cartesian grid). Consider the rect-
angle Ω := [ξmin, ξmax] × [ηmin, ηmax] ⊂ R2 with ξmin, ξmax, ηmin, ηmax ∈ R and ξmin <
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ξmax, ηmin < ηmax. A grid G := {Ωij}(i,j)∈I (I = {1, . . . , Nξ} × {1, . . . , Nη} with
Nξ, Nη ∈ N) defined by the cells

Ωij :=
[
ξi− 1

2
, ξi+ 1

2

]
×
[
ηj− 1

2
, ηj+ 1

2

]
(5.18)

with ξi− 1
2
< ξi+ 1

2
, ηj− 1

2
< ηj+ 1

2
for all (i, j) ∈ I and ξ− 1

2
= ξmin, ξNξ+ 1

2
= ξmax, η− 1

2
=

ηmin, ηNη+ 1
2

= ηmax is called Cartesian grid of Ω. If additionally

ξi+ 1
2

:= ξmin + i∆ξ, ∆ξ :=
ξmax − ξmin

Nξ

, for i ∈ {0, . . . , Nξ} , (5.19)

ηj+ 1
2

:= ηmin + j∆η, ∆η :=
ηmax − ηmin

Nη

, for j ∈ {0, . . . , Nη} , (5.20)

G is called uniform Cartesian grid of Ω.

Note that we use a different indexing for grid cells compared to the the general
grids introduced above. This is useful in applications, since the indexing with two
indices mirrors the representation of the cells in a two-dimensional computational
array. This structure can be transferred to more general body-fitted grids:

Definition 5.3.4 (Curvilinear grid). Let Ωcomp ⊂ R2 be a rectangle, Ω ⊂ R2 an open
bounded connected domain and x : Ωcomp → Ω, ξ 7→ x(ξ) a C1-diffeomorphism. Let
Gcomp be a uniform Cartesian grid for Ωcomp with the notations from Definition 5.3.3.
Furthermore, let G := {Ωij}(i,j)∈I be a grid for Ω such that the cells Ωij are convex
quadrilaterals defined by the four corners

xi± 1
2
,j± 1

2
:= x

(
ξi± 1

2
,j± 1

2

)
for (i, j) ∈ I (5.21)

with

ξi+ 1
2
,j+ 1

2
:=
(
ξi+ 1

2
, ηj+ 1

2

)T
for (i, j) ∈ {0, . . . , Nξ} × {0, . . . , Nη}. (5.22)

Then we say G is a curvilinear grid. The domain Ωcomp is called computational
domain, whereas Ω is called physical domain.

We refer to the coordinates ξ as computational coordinates and to x as physical
coordinates. Definition 5.3.4 defines the grid in a vertex-based approach. The cell-
centers can then be constructed from the vertices (i.e., the corners). The simplest
approach for that is using the arithmetic average. An alternative approach is to
transform the cell-centers using the diffeomorphism x and construct the vertices
from the cell-centers. Note, that for high order methods, a high order accurate
mapping of all quadrature points at the interfaces and in the domain is necessary
(e.g., [45, 174]) and that the mapping has to be sufficiently smooth.

The main advantage of curvilinear grids is that body-fitted coordinates, suitable
for the problem which shall be simulated, can be used while keeping the array-like
structure of a Cartesian grid. Therefore, curvilinear grids are also called structured
grids opposing the phrase unstructured grids, which is used for all grids that are not
structured. In structured grids, it is easy to identify the neighboring cells.
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Remark 5.3.5. In a two-dimensional structured grid, the set of indices of neigh-
boring cells for the cell Ωij is

Nij = {(i′, j′) ∈ I : |i− i′|+ |j − j′| = 1} . (5.23)

In the description of methods below, some methods are described for general
grids. In that case, the indexing of cells from unstructured grids is used. This still
includes structured grids, since the cells on a structured grid can also be numbered
using only one index.

5.3.1.1 Transformation to a Curvilinear Grid

In the description and implementation of finite volume methods on curvilinear grids,
there are some relevant relations between the two coordinate systems x and ξ and
we derive them in this section. The differentials are related by

dx =
∂x

∂ξ
dξ, dξ =

∂ξ

∂x
dx (5.24)

with the local Jacobian matrices

∂x

∂ξ
:=

(
∂ξx ∂ηx
∂ξy ∂ηy

)
and

∂ξ

∂x
:=

(
∂xξ ∂yξ
∂xη ∂yη

)
. (5.25)

Hence, using Cramer’s rule, the relation

∂ξ

∂x
=

(
∂x

∂ξ

)−1

=
1

J

(
∂ηy −∂ηx
−∂ξy ∂ξx

)
(5.26)

follows with the Jacobian determinant

J = ∂ξx ∂ηy − ∂ηx ∂ξy. (5.27)

This yields the following identities

J∂xξ = ∂ηy, J∂yξ = −∂ηx, J∂xη = −∂ξy, J∂yη = ∂ξx. (5.28)

Notation 5.3.6. Obviously, the Jacobian determinant of the transformation has a
spatial dependency which can be expressed as dependency of ξ or x. For convenience,
we sometimes switch between the notations J(ξ) and J(x), where J(ξ) := J |ξ and
J(x) := J |ξ(x), provided that it is clear from the notation, which coordinates we use
in the argument.

Let ψ : Ω → R be a sufficiently smooth function. The cell-average in the ij-th
cell is then

1

Vij

∫
Ωij

ψ(x) dx ≈ 1

Vij

∫
Ωcomp
ij

J(ξ)ψ(x(ξ)) dξ. (5.29)

Note that this is only an approximate relation. If the grid is constructed such
that the mapping ξ 7→ x(ξ) correctly maps x

(
Ωcomp
ij

)
= Ωij, the relation is exact.

However, in many cases (and also in Definition 5.3.4), only vertices or cell-centers are
mapped and the grid is then constructed. Thus, Eq. (5.29) is not exact in general.
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5.3.2 Examples of Curvilinear Grids

In this section we present four different two-dimensional curvilinear grids that we use
in numerical tests in this thesis. The grids are visualized in Fig. 5.2. A Cartesian grid
(see Definition 5.3.3) is a trivial curvilinear grid, e.g., with x(ξ) = ξ. A Cartesian
grid with Nx = Ny = 20 is shown in Fig. 5.2a. A polar grid (shown in Fig. 5.2b) is
presumably amongst the most common non-trivial curvilinear grids. It is discretely
spherically symmetric. The center has to be avoided, since the mapping is singular
for zero radius. The volume of the cells increases from smaller to higher radii.
An attempt to construct a grid which is suitable for simulation setups with radial
symmetry while still including the center can be found in the cubed sphere grid
suggested by [31] and shown in Fig. 5.2c.

5.4 Numerical Fluxes
In two spatial dimensions, the flux is given in the form of a tensor F = (f1,f2) =
(fx,fy). The flux over an interface between two cells is then F · n = nxfx + nyfy,
where n is the normalized normal vector of the interface in the considered direction.
Using the same structure, we can generalize Definition 3.3.1 to two spatial dimen-
sions. A numerical two-state flux function that is consistent with the directional
flux n · F is denoted with F (·, ·,n) in the following. We now present a simple
way to practically extend the numerical flux functions introduced in Section 3.3 to
two spatial dimensions in a numerical code. This approach requires the hyperbolic
system – ignoring possible source terms – to be spatially isotropic.

Let Θ be a rotation matrix that rotates n to e1 = (1, 0)T . Construct a bock-
diagonal matrix Θ̃ such that Θ is applied on each vector-valued variable in the
state vectors and identity is applied to scalar variables. For the example of Euler
equations (q = (ρ, ρv, E)) this is

Θ̃ =

1 0 0
0 Θ 0
0 0 1

 (5.30)

with the inverse matrix

Θ̃−1 =

1 0 0
0 Θ−1 0
0 0 1

 . (5.31)

The numerical flux in direction n is then defined by

F (qL, qR,n) := Θ̃−1Fx(Θ̃q
L, Θ̃qR). (5.32)

This approach is equivalent to directly approximating solutions of the one-dimensional
Riemann problem over the interface in n-direction.3 Since the compressible Euler
system is spatially isotropic, we apply this approach to evaluate numerical fluxes in
the numerical experiments in Section 6.4.

3Note, that it is not a priori clear, that the two-dimensional extension of the solution of a one-
dimensional Riemann problem is the only admissible solution of the two-dimensional extension of
the Riemann problem. In fact, this is not the case [1]. However, it is in line with the current
state-of-art of numerical methods to choose this particular solution.
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(a) Cartesian grid

(b) Polar grid (c) Cubed sphere grid

Figure 5.2: Some two-dimensional curvilinear grids which are used in this thesis.
Each of the grids has 20×20 grid cells. The same row and line in the corresponding
computational grid is colorized for every shown grid. These figures are taken from
the author’s master thesis [11].
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5.5 Multi-Dimensional Quadrature
In one spatial dimension, the numerical flux at the interface approximates the exact
flux at a single point. In two spatial dimensions, on the other hand, the interface
flux has to be integrated over the interface between two neighboring cells. Since the
numerical fluxes are in general highly non-linear, the exact computation of these
integrals is tedious if possible at all. However, since the flux is approximated any
way, it is sufficient to use quadrature rules to approximate the interface flux integral.
At some points we also require quadrature over the cells to approximate cell-average
values (e.g., for setting initial values and computing source terms). In the end
this means, that quadrature rules for one and two spatial dimensions are required.
Two-dimensional quadrature (e.g., [135]) is in general a significantly more delicate
problem than one-dimensional quadrature (Section 3.5). In the numerical tests in
this thesis, however, two-dimensional quadrature rules are only applied on Cartesian
grids such that all integration domains are lines and rectangles. Hence, for us it
is sufficient to use the following straightforward extension of the one-dimensional
quadrature rules.

Theorem 5.5.1 (Multi-dimensional extension of Gaussian quadrature). Let Ω =
[a, b] × [c, d] ⊂ R2 with a < b, c < d and a, b, c, d ∈ R be a rectangle with (b − a) <
h, (d − c) < h for some h > 0. Let g ∈ C2n(Ω,R) be a scalar valued function on Ω
for some n ∈ N. Furthermore, let ξi for i = 1, . . . , n be the normalized quadrature
points and ωi the weights of a one-dimensional Gaussian quadrature rule as defined
in Definition 3.5.1. Then it is

1

|Ω|

∫
Ω

g(x, y) dx =
n∑
i=1

n∑
j=1

ωiωjg (xi, yj) +O
(
h2n
)

(5.33)

with

xi =
a+ b

2
+
b− a

2
ξi, yi =

c+ d

2
+
d− c

2
ξi (5.34)

for i = 1, . . . , n.

Proof. Based on Fubini’s theorem, the one-dimensional quadrature rule can be ap-
plied in the different directions sequentially. Because of Theorem 3.5.2 this yields
Eq. (5.33).

5.6 Reconstruction
We have seen that on a Cartesian grid quadrature rules can be extended to two spa-
tial dimensions by applying them in the different directions sequentially. In the case
of reconstruction, however, a truly multi-dimensional approach is in general required,
at least for high order methods (higher than second order). Multi-dimensional recon-
struction (especially limiting) is an active field of research (e.g., [45, 53, 86, 110, 177]).
In this thesis, we only discuss the methods that are actually applied in the numeri-
cal tests: Linear reconstruction on curvilinear grids and parabolic reconstruction on
two-dimensional uniform Cartesian grids.
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5.6.1 Linear Reconstruction

In a second order accurate method, the mid-point quadrature rule is sufficient to
approximate the interface flux integral. The numerical flux has therefore only to
be evaluated at one point per interface in a second order accurate method. This
leads to a decoupling in the reconstruction. The values at the (i + 1

2
, j)-interface,

for example, are obtained from reconstructing the cell-average values in ξ-direction
in the (i, j)-th and (i + 1, j)-th cell. Since this is in the core a one-dimensional
procedure, this approach is called spatial splitting.

5.6.2 Parabolic Reconstruction

To construct a third order accurate finite volume method, we use genuinely multi-
dimensional reconstruction. There are two reasons for that:

1. To approximate the flux integral to third order accuracy, it is not sufficient
to only use the cell-centered quadrature point. More quadrature points are
required. Hence, the multi-dimensional structure of the reconstruction is rel-
evant in the approximation of the flux integral.

2. To obtain a third order accurate reconstruction, at least a parabola is re-
quired. Because of the mixed terms in multi-dimensional parabola, a two-
dimensional parabola can not be uniquely determined by combining the in-
formation from the one-dimensional parabolas in both coordinate directions.
Consequently, a genuinely multi-dimensional stencil is necessary to reconstruct
a multi-dimensional parabola.

In literature, there are also high order reconstruction techniques for finite volume
methods that are based on spatial splitting (e.g., [26]). However, since these methods
require multiple reconstruction steps and are less commonly used than genuinely
multi-dimensional reconstruction, we follow the latter approach in this thesis. In
the following we give an example how an (unlimited) parabolic reconstruction on
a uniform Cartesian grid can be obtained. For polynomial reconstruction on an
unstructured grid we refer to [10]. First, let us adapt the notation from [106] for
readability. This notation is illustrated in Fig. 5.3. In the following we mix this
compass direction notation from [106] with the structured grid indexing notation
in order to find a good compromise between readability and compactness of the
presentation.

Let us reconstruct from the cell-averages of a scalar function q. The coefficients
a0, ax, ay, axx, axy, and ayy of the reconstruction parabola

P (x̄) = a0 + axx̄+ ayȳ + axxx̄
2 + axyx̄ȳ + ayyȳ

2, (5.35)

where the coordinates

x̄ :=

(
x̄
ȳ

)
:=

(x−xC
∆x
y−yC

∆y

)
(5.36)
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SW S SE

W C E

NW N NE

i− 1 i i+ 1

j − 1

j

j + 1

Figure 5.3: Notation we use to describe the two-dimensional parabolic reconstruction
on a uniform Cartesian grid. Instead of the usual indices (i, j) ∈ I we use compass
directions.

are used for simplicity and brevity, are obtained using a least squares optimization
restricted by conservation, i.e.,

min
a0,ax,ay ,axx,axy ,ayy∈R

 ∑
(k,l)∈Sij\(i,j)

(∫
Ωkl

P (x̄) dx̄− q̂kl
)2
 (5.37)

with the constraint
∫

Ωij

P (x̄) dx̄ = q̂ij, (5.38)

where the stencil is Sij = {i− 1, i, i+ 1}×{j − 1, j, j + 1}. Note that this approach
is not the only one leading to a correct reconstruction parabola, since there are
nine cell-averages given in the stencil to determine only six coefficients. Solving4
Eqs. (5.37) and (5.38) for the coefficients yields

a0 = (132q̂C − q̂E − q̂N − 2q̂NE − 2q̂NW − q̂S − 2q̂SE − 2q̂SW − q̂W)/120, (5.39)
ax = (q̂E + q̂NE − q̂NW + q̂SE − q̂SW − q̂W)/6, (5.40)
ay = (q̂N + q̂NE + q̂NW − q̂S − q̂SE − q̂SW)/6, (5.41)
axx = (−6q̂C + 3q̂E − 2q̂N + q̂NE + q̂NW − 2q̂S + q̂SE + q̂SW + 3q̂W)/10, (5.42)
axy = (q̂NE − q̂NW − q̂SE + q̂SW)/4, (5.43)
ayy = (−6q̂C − 2q̂E + 3q̂N + q̂NE + q̂NW + 3q̂S + q̂SE + q̂SW − 2q̂W)/10. (5.44)

The reconstruction

Qrec,P3
ij (x) = P3ij

(
x; {q̂kl}(k,l)∈Sij

)
:= P (x̄(x)) (5.45)

correctly retrieves the original parabola whenever q is parabolic. However, similar
to the one-dimensional polynomial reconstruction described in Section 3.4.1, this
reconstruction routine introduces spurious oscillations if q is not smooth enough,
thus possibly violating the invariant domain preservation necessary for stability [22].
In order to avoid these oscillations, in our numerical experiments in Section 6.4 we
apply the limited CWENO3 reconstruction to obtain a third order accurate method.

4We used the technical computing system Mathematica [87] for this.
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5.6.2.1 Third Order Accurate Central Weighted Essentially Non-Oscillatory
Reconstruction

In the following, let us denote the reconstruction polynomial obtained via the un-
limited reconstruction described above as Popt and refer to it as optimal polynomial.
As for all CWENO methods, the reconstruction polynomial for the two-dimensional
CWENO3 method introduced in [106] is obtained as linear combination of differ-
ent polynomials of different orders. As in [106] we define the linear reconstruction
polynomials

PNE (x̄) := q̂C + (q̂E − q̂C) x̄+ (q̂N − q̂C) ȳ, (5.46)
PNW(x̄) := q̂C − (q̂W − q̂C) x̄+ (q̂N − q̂C) ȳ, (5.47)
PSW (x̄) := q̂C − (q̂W − q̂C) x̄− (q̂S − q̂C) ȳ, (5.48)
PSE (x̄) := q̂C + (q̂E − q̂C) x̄− (q̂S − q̂C) ȳ (5.49)

and the central polynomial

PC(x̄) :=
1

CC

(
Popt(x̄)−

∑
k∈L

CkPk(x̄)

)
, (5.50)

where the linear weights CC = 1
2
and Ck = 1

8
for k ∈ L := {NE,NW, SW, SE}

are chosen such that the reconstruction routine in the end is actually third order
accurate on smooth solutions [106]. The final CWENO3 reconstruction polynomial
is then obtained as linear combination

PCWENO3(x̄) :=
∑

k∈L∪{C}

ωkPk(x̄). (5.51)

The rest of the construction is similar to the one in Section 3.4.2.1. In order to
recover the optimal polynomial PCWENO3 ≈ Popt we require ωk ≈ Ck for all non-
linear weights ωk (k ∈ L ∪ {C}) on smooth solutions. On the other hand, the
weights have to be chosen such that ωk takes a small value if Pk varies strongly thus
indicating a discontinuity. For consistency, we require the relation

∑
k∈L∪{C} ωk = 1.

In order to satisfy all of these requirements, [106], for example, generalizes the one-
dimensional approach from [91, 105] and defines the non-linear weights by

ωk :=
αk∑

l∈L∪{C} αl
with αk :=

Ck
(ε+ ISk)

p for k ∈ L ∪ {C} (5.52)

using the smoothness indicators

ISk :=
∑
|κ|=1,2

∫
ΩC

(DκPk(x̄))2 dx̄. (5.53)

The constants p and ε are not derived from assumptions in a mathematical way,
but the values p = 2 and ε = 10−6 that yield accurate and robust results in prac-
tice are determined empirically in [91, 105] for one-dimensional methods and also
applied in [106] for the two-dimensional method. However, different from this we
follow the suggestion from [97] in this thesis and use ε = ∆x∆y as a natural exten-
sion to the choice in one spatial dimension (see discussion in Section 3.4.2.1). The
reconstruction routine is then

Qrec,CWENO3
ij (x) = CWENO3ij

(
x; {q̂kl}(k,l)∈Sij

)
:= PCWENO3(x̄(x)). (5.54)
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5.7 Source Terms
In our one-dimensional FV method we used a simple source term discretization (see
Eq. (3.76)) which is straight forward to extend to multi-dimensional methods: Let
xi be the cell-center of the cell Ωi, i ∈ I.5 The second order accurate source term
(3.76) is then extended to two spatial dimensions by

Ŝcc
i (t) := s

(
Q̂i(t),xi, t

)
. (5.55)

In order to construct an m-th order accurate source term discretization, let Qrec
i be

the reconstructed state (m-th order accurate) in the cell Ωi for i ∈ I.

Ŝquad
i (t) :=

1

|Ωi|
Ix∈Ωi [s (Qrec

i (x, t),x, t)] (5.56)

is then an m-th order accurate source term discretization provided that I is an at
least m-th order accurate quadrature rule. In the case of a Cartesian grid, we can
use the quadrature rules and reconstruction techniques discussed in Sections 5.5
and 6.3.1.2 to develop the source term discretization (5.56). We state the accuracy
of these discretizations without proof, since it can be shown easily similar to the
accuracy of the one-dimensional source term discretizations in Section 4.4.1.1.

5.8 A High Order Two-Dimensional Runge–Kutta
Finite Volume Method

In this section we present a basic arbitrary order RK-FV method for two-dimensional
hyperbolic balance laws using the techniques established in the previous sections.
This description is similar to the corresponding description in [14].

Consider the two-dimensional system of hyperbolic balance laws

∂tq(x, t) +∇ · F(q(x, t)) = s(q(x, t),x, t). (5.57)

Using any grid (grids are discussed in Section 5.3) we divide the domain into N
control volumes (i.e., cells). For the i-th control volume Ωi (i ∈ I := {1, . . . , N}),
we define the cell-average

q̂i(t) :=
1

Vi

∫
Ωi

q(x, t)dx, (5.58)

where Vi = |Ωi| is the volume of Ωi. Integrating Eq. (5.57) over Ωi and applying the
divergence theorem yields the evolution equation

d

dt
q̂i(t) +

1

Vi

∫
∂Ωi

F(q(x, t)) · n(x)dσ =
1

Vi

∫
Ωi

s(q(x, t),x)dx (5.59)

5For Cartesian grids it is clear what this means. For non-Cartesian grids, the cell-center can
be defined in different ways and the source term discretization discussed here might only be first
order accurate depending on the choice of xi.
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for the cell-averaged state q̂i. Using the notation Ni from Section 5.3 we can state
the equivalent formulation

d

dt
q̂i(t) = − 1

Vi

∑
k∈Ni

∫
∂Ωik

F(q(x, t)) · n(x)dσ +
1

Vi

∫
Ωi

s(q(x, t),x, t)dx. (5.60)

For the discretization of the interface fluxes we use a numerical flux function F (·, ·,n)
consistent with n · F (see Section 5.4). We apply this discretization to Eq. (5.60)
and obtain

d

dt
Q̂i(t) = − 1

Vi

∑
k∈Ni

∫
∂Ωik

F (Qrec
i (x, t),Qrec

k (x, t),n(x)) dσ

+
1

Vi

∫
Ωi

s (Qrec
i (x, t),x, t) dx, (5.61)

where the reconstructed functions Qrec
i ,Qrec

k are obtained using a consistent con-
servative reconstruction routine on the cell average values Q̂ of the approximate
solution. In the next step we use numerical quadrature rules (Sections 3.5 and 5.5)
for the interface flux integral and a discretization of the source term integral (5.7).
The semi-discrete method is then

d

dt
Q̂i(t) = − 1

Vi

(∑
k∈Ni

Ix∈∂Ωik [F (Qrec
i (·, t),Qrec

k (·, t),n)]

)
+ Ŝi. (5.62)

The semi-discrete scheme (5.62) is m-th order accurate if the applied reconstruc-
tion routine, interface flux quadrature, and source term discretization are all at least
m-th order accurate. It is then evolved in time using an at least m-th order accurate
RK method (see Section 3.7) to obtain an m-th order accurate fully discrete scheme.

5.9 A Runge–Kutta Finite Volume Method on a
Curvilinear Grid

While we discussed the general form of a RK-FV method in the previous section, we
restrict to the special case of a RK-FV method on a curvilinear (structured) grid in
this section to introduce a more specific notation. Consider a curvilinear mapping
ξ 7→ x(ξ) as introduced in Section 5.3.1. The grid vertices are defined by mapping

xi+ 1
2
,j+ 1

2
:= x

(
ξi+ 1

2
,j+ 1

2

)
. (5.63)

The edge-centered values are given by the arithmetic mean, i.e.,

xi+ 1
2
,j :=

1

2

(
xi+ 1

2
,j+ 1

2
+ xi+ 1

2
,j− 1

2

)
, xi,j+ 1

2
:=

1

2

(
xi+ 1

2
,j+ 1

2
+ xi− 1

2
,j+ 1

2

)
. (5.64)

We assume w.l.o.g. that ∆ξ = ∆η = 1 on the whole computational grid. The metric
terms, i.e., the derivatives of the coordinate transform, have to be discretized care-
fully: Using the actual analytical derivative of the coordinate mapping can introduce



5.9. A Runge–Kutta Finite Volume Method on a Curvilinear Grid 125

spurious source term (e.g., [158, 157]). In order to avoid this, the discretization of
the metric terms has to satisfy the relation [95]

(xη)i+ 1
2
,j − (xη)i− 1

2
,j = (xξ)i,j+ 1

2
− (xξ)i,j− 1

2
, (5.65)

which can be seen as a discrete version of Schwartz’s theorem (stating symmetry of
second derivatives of C2-functions). We choose the following discretization

(xξ)i,j+ 1
2

:=

(
(xξ)i,j+ 1

2

(yξ)i,j+ 1
2

)
:=

(
xi+ 1

2
,j+ 1

2
− xi− 1

2
,j+ 1

2

yi+ 1
2
,j+ 1

2
− yi− 1

2
,j+ 1

2

)
, (5.66)

(xη)i+ 1
2
,j :=

(
(xη)i+ 1

2
,j

(yη)i+ 1
2
,j

)
:=

(
xi+ 1

2
,j+ 1

2
− xi+ 1

2
,j− 1

2

yi+ 1
2
,j+ 1

2
− yi+ 1

2
,j− 1

2

)
, (5.67)

which satisfies Eq. (5.65). The interface areas are then computed as

Ai+ 1
2
,j :=

∥∥∥(xη)i+ 1
2
,j

∥∥∥
2
, Ai,j+ 1

2
:=
∥∥∥(xξ)i,j+ 1

2

∥∥∥
2

(5.68)

and the unit normal vectors are

ni+ 1
2
,j :=

(
(nx)i+ 1

2
,j

(ny)i+ 1
2
,j

)
:=

1

Ai+ 1
2
,j

(
(yη)i+ 1

2
,j

−(xη)i+ 1
2
,j

)
, (5.69)

ni,j+ 1
2

:=

(
(nx)i,j+ 1

2

(ny)i,j+ 1
2

)
:=

1

Ai,j+ 1
2

(
(yξ)i,j+ 1

2

−(xξ)i,j+ 1
2

)
. (5.70)

With this, we approximate the interface fluxes between two neighboring cells to
second order via

Ai+ 1
2
,jFi+ 1

2
,j :=Ai+ 1

2
,jF
(
Q−
i+ 1

2
,j
,Q+

i+ 1
2
,j
,ni+ 1

2
,j

)
(5.71)

≈
∫
∂Ω

i+1
2 ,j

n(x) · F̂ (q(x)) dx, (5.72)

Ai,j+ 1
2
Fi,j+ 1

2
:=Ai,j+ 1

2
F
(
Q−
i,j+ 1

2

,Q+
i,j+ 1

2

,ni,j+ 1
2

)
(5.73)

≈
∫
∂Ω

i,j+1
2

n(x) · F̂ (q(x)) dx, (5.74)

where the interface valuesQ±
i+ 1

2
,j
,Q±

i,j+ 1
2

are obtained using a linear consistent recon-
struction as described in Section 5.6.1 on the computational grid. The semi-discrete
scheme

d

dt
Q̂ij(t) = − 1

Vij

[
Ai+ 1

2
,jFi+ 1

2
,j − Ai− 1

2
,jFi− 1

2
,j

+Ai,j+ 1
2
Fi,j+ 1

2
− Ai,j− 1

2
Fi,j− 1

2

]
+ Ŝij, (5.75)

where the source term is evaluated at the cell-average state (in the manner of
Eq. (3.76)) using the gravity at the cell-center

xij =
1

4

(
xi+ 1

2
,j + xi− 1

2
,j + xi,j+ 1

2
+ xi,j− 1

2

)
(5.76)
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is then evolved in time using an RK-Method. Trying other choices than (5.76) for
the cell-centered coordinates in numerical experiments, we could not see a significant
difference. For example, we tested center-of-mass coordinates (i.e., cell-averaged
coordinates), cell-center coordinates obtained using the mapping on the Cartesian
cell-center coordinates, and interface squared weighted cell-centers, which have been
suggested for triangular grids in [121] with the aim to reduce the skewness of a grid
(see [121] for skewness). On a Cartesian grid, all of these choices yield the same
cell-center coordinates and the scheme is second order accurate. Thus we use the
RK3 method to evolve it in time. Also, since it yields second order convergence on
genuinely curvilinear grids in the numerical tests in [15], we refer to this method as
second order method in the following for simplicity.

5.10 Boundary Conditions
Let us assume a structured grid that discretizes the domain Ω using the cells Ωij

with (i, j) ∈ I, I = Iξ × Iη := {1, . . . , Nξ} × {1, . . . , Nη}, which simplifies the
treatment of boundaries significantly. Boundary conditions for unstructured meshes
are for example discussed in [19]. The sets of indices Gχ := {−Ngc + 1, . . . , 0, Nχ +
1, . . . , Nχ +Ngc} (χ = ξ, η) are used to describe the ghost cells

Ωij, where (i, j) ∈ G := (Gξ × Gη) ∪ (Gξ × Iη) ∪ (Iξ × Gη) . (5.77)

We assume that Nξ, Nη > 2Ngc. In the following, we discuss how the values Q̂ij

for (i, j) ∈ G can be set prior to each reconstruction step. This is an extension of
the discussion in Section 3.8, in which boundary conditions for the one-dimensional
RK-FV scheme have been presented.

Periodic boundary conditions The periodic boundary conditions can be ex-
tended to two spatial dimensions in a straightforward way by setting

Q̂ij = Q̂((i−1) mod Nξ)+1, ((j−1) mod Nη)+1 for (i, j) ∈ G. (5.78)

Dirichlet boundary conditions As in the one-dimensional case, Dirichlet bound-
ary conditions can be achieved by simply setting all the cell-averages in the ghost
cells according to some given function. Depending on the function, a sufficiently
high order accurate quadrature rule can be applied instead of exact integration to
compute the cell-averaged values.

Wall boundary conditions In Section 3.8 we described wall-boundary conditions
for one-dimensional FV methods and provided the particular example of compress-
ible Euler equations. Now we describe wall boundary conditions for the example
of two-dimensional compressible Euler equations. For brevity, we describe it only
on the interfaces in ξ-direction. Let ni+ 1

2
,j be the normal vector at the interface

between the cells Ωij and Ωi+1,j. Since our approach to Curvilinear grids uses ap-
proximations that limit their accuracy anyway (see Section 5.9) it is sufficient to
only use the normal vector at the center of the interface. For higher order methods
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a more sophisticated approach is necessary. On Cartesian grids, however, the nor-
mal vector is constant on the whole interface such that there is no restriction to the
order of accuracy of the method introduced by this assumption. The velocity v̂kl is
decomposed into the perpendicular and parallel velocity components with respect
to the interface δΩi+ 1

2
,j via

v̂
⊥,i+ 1

2
,j

kl :=
(
ni+ 1

2
,j · v̂k

)
ni+ 1

2
,j v̂

‖,i+ 1
2
,j

kl := v̂kl − v̂
⊥,i+ 1

2
,j

kl . (5.79)

The values in the ghost cells in ξ-direction are then set as

Q̂1−ι,j =

 ρ̂ι,j

v̂
‖, 1

2
,j

ι,j − v̂⊥,
1
2
,j

ι,j

Êι,j

 , and Q̂Nξ+ι,j =

 ρ̂Nξ+1−ι,j

v̂
‖, 1

2
,j

Nξ+1−ι,j − v̂
⊥,Nξ+ 1

2
,j

Nξ+1−ι,j

ÊNξ+1−ι,j

 (5.80)

for ι ∈ {1, . . . , Ngc} and j ∈ Iη ∪ Gη. The corresponding procedure is applied in
η-direction. The corner ghost cell values Q̂ij for (i, j) ∈ Gξ × Gη are automatically
set correctly by applying wall boundary condition in both coordinate directions
separately. Note that the application of the wall boundary conditions in ξ and
η-direction commutes.

Extrapolation boundary conditions The two-dimensional extrapolation bound-
ary conditions are a straightforward extension of the one-dimensional extrapolation
boundary conditions described in Section 3.8, hence we omit showing them for the
cells with indices in Iξ × Gη and Gξ × Iη. Of particular interest are only the ghost
cells in the corners: For (i, j) ∈ {−Ngc + 1, . . . , 0}×{−Ngc + 1, . . . , 0}, for example,
we set

Q̂ij =
1

|Ωij|

∫
Ωij

Q̂rec
1,1(x) dx (5.81)

and correspondingly in the remaining three corners. In a second order method using
a dimension-by-dimension reconstruction approach, the ghost cells in the corners of
the domain are neither used in the reconstruction process nor – at least in the
methods in this thesis – in the source term discretization. Hence, these corner ghost
cell values are only relevant in higher order methods.
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Chapter 6

Multi-Dimensional Well-Balanced
Finite Volume Methods

In this chapter we present multi-dimensional extensions of the well-balanced meth-
ods introduced in Chapter 4. These extensions are straightforward for the α-β
method Section 6.1 and the Deviation method Section 6.2, since the target solution
which is balanced is assumed to be given. The α-β method is extended to two spa-
tial dimensions using a spatial splitting approach. This is sufficient to obtain second
order accuracy. For the Deviation method we use a genuinely multi-dimensional hy-
drostatic reconstruction and source term discretization. Together with interface flux
quadrature and high order Runge–Kutta methods arbitrarily high order of accuracy
can be achieved.

In the case of the approximately well-balanced methods, the situation is different.
The target solution is not given a priori. Instead, an approximately hydrostatic
solution close to the current discrete density and pressure data is constructed in
each cell and well-balanced by the method. Extending this to multi-d includes
finding a multi-dimensional discrete approximation to a hydrostatic state. In one
spatial dimension, the technique to find discrete hydrostatic states is integrating
the source term approximation to neighboring cells to find an approximation to a
hydrostatic pressure. This is in general not equally simple in two spatial dimensions.
The reason is that in multi-d, the integrals connecting different hydrostatic pressure
points are in general path dependent, if applied on the source term approximation.
This way, it is not possible to construct a global approximation of source term and
hydrostatic pressure which is well-balanced exactly.

Instead, we only extend the Local Approximation method to two spatial di-
mensions. As in the one-dimensional method, no theorem can be stated about
well-balancing. However, numerical tests justify this extension, since it leads to in-
creased convergence rates towards hydrostatic states and improved accuracy close
to hydrostatic states.

6.1 The α-β Method
In this section we present a two-dimensional extension of the α-β method previously
presented for one spatial dimension in Section 4.2. This extension has been published
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in [15].

6.1.1 Description of the Two-Dimensional α-β Method

Representation of the hydrostatic solution Let Ω ⊂ R2 be a domain suitable
for the discretization with a structured curvilinear grid (Section 5.3.1). Consider a
hydrostatic solution (ρ, u, p) = (α, 0, β) described by the functions α : Ω→ R+ and
β ∈ C1 (Ω,R+), which satisfy the hydrostatic equation (5.14). Then we have

∇β(x) = α(x)g(x), i.e., g(x) =
∇β(x)

α(x)
. (6.1)

Analogously to the one-dimensional version of the method, we only modify two key
components of the finite volume method (5.75) for the two-dimensional compressible
Euler equations with gravity source term (5.5).

Reconstruction For each x ∈ Ω we define the transformation

T α-βx : R+ × R× R× R+ → R+ × R× R× R+, (6.2)

T α-βx (q) :=


1

α(x)
0 0 0

0 1 0 0
0 0 1 0
0 0 0 1

β(x)

 ∂qprim

∂qcons

∣∣∣∣
q

q. (6.3)

We extend the hydrostatic reconstructionRα-β presented in Section 4.2 to two spatial
dimensions by applying it in each direction separately, i.e.,

Q−
i+ 1

2
,j

:=

(
T α-βx

i+1
2 ,j

)−1(
Rij

(
xi+ 1

2
,j;
{
T α-βxkj

(
Q̂kj

)}
(k,j)∈Sij

))
, (6.4)

Q+
i+ 1

2
,j

:=

(
T α-βx

i+1
2 ,j

)−1(
Ri+1,j

(
xi+ 1

2
,j;
{
T α-βxkj

(
Q̂kj

)}
(k,j)∈Si+1,j

))
, (6.5)

Q−
i,j+ 1

2

:=

(
T α-βx

i,j+1
2

)−1(
Rij

(
xi,j+ 1

2
;
{
T α-βxik

(
Q̂ik

)}
(i,k)∈Sij

))
, (6.6)

Q+
i,j+ 1

2

:=

(
T α-βx

i,j+1
2

)−1(
Ri,j+1

(
xi,j+ 1

2
;
{
T α-βxik

(
Q̂ik

)}
(i,k)∈Si,j+1

))
. (6.7)

Note that for R we still use a one-dimensional reconstruction. In practice, R will
be a constant or limited linear reconstruction as presented in Section 3.4. Higher
order reconstruction can not further increase the order of accuracy of the method
but it can increase the computational effort.

Source term Using Eq. (6.1), we can write the source term of the momentum
equation as

sρv(x, t) =
∇β(x)

α(x)
ρ(x, t). (6.8)
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To discretize the cell average of Eq. (6.8) in the ij-th cell, we approximate

1

Vij

∫
Ωij

sρv dx ≈ 1

Vij

∫
Ωcomp
ij

Jsρv dξ = − 1

Vij

ρ̂ij
αij

(J∇β)ij +O
(
h2
)

(6.9)

with

(J∇β)ij :=

(
(J∂xβ)ij
(J∂yβ)ij

)
:=(

(yη)i+ 1
2
,jβi+ 1

2
,j − (yη)i− 1

2
,jβi− 1

2
,j − (yξ)i,j+ 1

2
βi,j+ 1

2
+ (yξ)i,j− 1

2
βi,j− 1

2

−(xη)i+ 1
2
,jβi+ 1

2
,j − (xη)i− 1

2
,jβi− 1

2
,j + (xξ)i,j+ 1

2
βi,j+ 1

2
− (xξ)i,j− 1

2
βi,j− 1

2

)
(6.10)

based on

J∇β = J

(
∂xβ
∂yβ

)
= J

(
(∂xξ)(∂ξβ) + (∂xη)(∂ηβ)
(∂yξ)(∂ξβ) + (∂yη)(∂ηβ)

)
=

(
(∂ηy)(∂ξβ)− (∂ξy)(∂ηβ)
−(∂ηx)(∂ξβ) + (∂ξx)(∂ηβ)

)
=

(
∂ξ((∂ηy)β)− ∂η((∂ξy)β)
−∂ξ((∂ηx)β) + ∂η((∂ξx)β)

)
, (6.11)

where we assumed w.l.o.g. that ∆ξ = ∆η = 1 and hence |Ωcomp
ij | = ∆ξ∆η = 1. The

notations and some of the relations we used have been established in Section 5.3.1.1.
This leads to the source term discretization

Ŝα-βij (t) :=


0

Ŝρu,α-βij (t)

Ŝρv,α-βij (t)
ρ̂vij
ρ̂ij
· Ŝρv,α-βij (t)

 (6.12)

with

Ŝρv,α-βij (t) :=

(
Ŝρu,α-βij (t)

Ŝρv,α-βij (t)

)
:= − 1

Vij

ρ̂ij(t)

αij
(J∇β)ij, (6.13)

which is a second order accurate discretization of the cell-averaged source term.

6.1.2 Properties of the α-β Method

The main properties of the one-dimensional α-β method (see Section 4.2.2) also hold
in two spatial dimensions, as we show in the following.

6.1.2.1 Accuracy

For the following statement we assume that the mapping for the curvilinear grid
is sufficiently smooth and the cell-centered values are given such that they yield a
second order accurate standard scheme in the description in Section 5.9.

Theorem 6.1.1. Consider the semi-discrete finite volume scheme Eq. (5.75), in
which the interface states have been obtained using the reconstruction procedure as
described in Eqs. (6.4) to (6.7) and with the source term discretization as defined
in Eq. (6.12) based on the functions α ∈ C2 (Ω,R+) and β ∈ C3 (Ω,R+). This semi-
discrete scheme is second order accurate in space, if the reconstruction R underlying
the hydrostatic reconstruction in Eqs. (6.4) to (6.7) is second order accurate.
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Proof. Let q be a smooth solution. First, we show that the source term approxima-
tion Ŝα-βij is second order accurate. (J∇β)ij as defined in Eq. (6.10) is a discretization
of (J∇β)(xij) realized by central differences. Hence, it is

(J∇β)ij = (J∇β)(xij) +O
(
h2
)
. (6.14)

Using the approximations shown in Appendix B.1 this includes

VijŜ
ρv,α-β
ij = − ρ̂ij

αij
(J∇β)ij = −J(xij)

ρ(xij)

α(xij)
∇β(xij) +O

(
h2
)

= Jsρv (q (xij) ,xij) +O
(
h2
)
. (6.15)

Cell-centered evaluation approximates integrals to second order, hence we have

Ŝρv,α-βij =
1

Vij

∫
Ωij

sρv dx+O
(
h2
)
. (6.16)

The energy source term discretization ŜE,α-βij approximates ŝEij to second order be-
cause of Eq. (6.15) and Appendix B.1.

Now, we show that the hydrostatic reconstruction is second order accurate: First,
note that

1

Vij

∫
Ωij

T α-βxij
(q(x, t)) dx

(∗)
= T α-βxij

(q(xij, t)) +O
(
h2
)

= T α-βxij

(
q̂ij(t) +O

(
h2
))

+O
(
h2
)

(∗∗)
= T α-βxij

(q̂ij(t)) +O
(
h2
)
, (6.17)

where (∗) and (∗∗) follow from the approximation in Appendix B.1. The recon-
struction R is assumed to be second order accurate in the theorem. The back-

transformations
(
T α-βx

i+1
2 ,j

)−1

and
(
T α-βx

i,j+1
2

)−1

of the interface centered values trans-

port the second order error as in the one-dimensional case. In total, the hydrostatic
reconstruction is second order accurate. This makes the method described in The-
orem 6.1.1 second order accurate.

6.1.2.2 Well-Balanced Property

Theorem 6.1.2. Consider the semi-discrete finite volume scheme Eq. (5.75), for
which the interface values have been obtained with the hydrostatic reconstruction
described in Eqs. (6.4) to (6.7) and with the source term discretization defined in
Eq. (6.12). This scheme is well-balanced in the sense that ∂tQ̂hs

ij = 0 for initial
conditions that satisfy T α-β

xij
(Q̂hs

ij ) = (a, 0, 0, a)T for some constant a > 0 independent
from i and j. In other words, the relations

ρ̂hs
ij

αij
=
phs
ij

βij
= const., ρ̂uhs

ij = 0, ρ̂vhs
ij = 0 (6.18)

with phs
ij := pEoS

(
ρ̂hs
ij , Ê

hs
ij −

(ρ̂uhsij )
2
+(ρ̂vhsij )

2

ρ̂hsij

)
lead to a vanishing residual.
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Proof. This proof is in large parts analogous to the one-dimensional case (proof of
Theorem 4.2.3). Hence, we omit some of the computations for brevity. Plugging
Q̂hs
ij into the hydrostatic reconstruction leads to(

Qhs
i,j+ 1

2

)L
=
(
Qhs
i,j+ 1

2

)R
=: Qhs

i+ 1
2
,j
, (6.19)(

Qhs
i,j+ 1

2

)L
=
(
Qhs
i,j+ 1

2

)R
=: Qhs

i,j+ 1
2
. (6.20)

The numerical fluxes at the i+ 1
2
, j and i+ 1

2
, j interfaces are then

F hs
i+ 1

2
,j

:= F

((
Qhs
i+ 1

2
,j

)L
,
(
Qhs
i+ 1

2
,j

)R
,ni+ 1

2
,j

)

= ni+ 1
2
,j · F

(
Qhs
i+ 1

2
,j

)
=


0

a(nx)i+ 1
2
,jβi+ 1

2
,j

a(ny)i+ 1
2
,jβi+ 1

2
,j

0

 , (6.21)

F hs
i,j+ 1

2
:= F

((
Qhs
i,j+ 1

2

)L
,
(
Qhs
i,j+ 1

2

)R
,ni,j+ 1

2

)
=


0

a(nx)i,j+ 1
2
βi,j+ 1

2

a(ny)i,j+ 1
2
βi,j+ 1

2

0

 . (6.22)

Equation (4.16) together with Eqs. (6.21) and (6.22) yields

− VijŜα-β,hs
ij := Ŝα-βij

∣∣∣
Q̂hs
ij

=
ρ̂hs
ij

αij


0

(J∂xβ)ij
(J∂yβ)ij

0



= a


0

(yη)i+ 1
2
,jβi+ 1

2
,j − (yη)i− 1

2
,jβi− 1

2
,j − (yξ)i,j+ 1

2
βi,j+ 1

2
+ (yξ)i,j− 1

2
βi,j− 1

2

−(xη)i+ 1
2
,jβi+ 1

2
,j − (xη)i− 1

2
,jβi− 1

2
,j + (xξ)i,j+ 1

2
βi,j+ 1

2
− (xξ)i,j− 1

2
βi,j− 1

2

0


=
(
Ai+ 1

2
,jF

hs
i+ 1

2
,j
− Ai− 1

2
,jF

hs
i− 1

2
,j

+ Ai,j+ 1
2
F hs
i,j+ 1

2
− Ai,j− 1

2
F hs
i,j− 1

2

)
, (6.23)

i.e., d
dt
Q̂hs
ij = 0 from Eq. (5.75).

6.2 The Deviation Method
The Deviation method can be extended to two or three spatial dimensions. In Sec-
tion 6.2.1 we present the two-dimensional method. However, further extending it to
three spatial dimensions is simple. The three-dimensional method has been intro-
duced in [14]. Since the target solution is assumed to be given, the well-balanced
property can hold for genuinely multi-dimensional methods, as we show in Sec-
tion 6.2.2.2. The multi-dimensional Deviation method maintains its high order ac-
curacy (Section 6.2.2.1). Different from the α-β method, the Deviation method uses
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genuinely multi-dimensional reconstruction. Also, the scope of application is larger
than the one from the α-β method, as already discussed in the one-dimensional case
(Section 4.3.2.3).

6.2.1 Description of the Two-Dimensional Deviation Method

Consider the general two-dimensional system of hyperbolic balance laws (5.57). For
the given smooth solution q̃ of Eq. (5.57), which we call target solution in the
following, it is

∂tq̃(x, t) +∇f(q̃(x, t)) = s(q̃(x, t),x, t). (6.24)

We subtract Eq. (6.24) from Eq. (5.57) and rewrite it in the form

∂t∆q(x, t) +∇ · (F (q̃(x, t) + ∆q(x, t))−F (q̃(x, t)))

= s(q̃(x, t) + ∆q(x, t),x, t)− s(q̃(x, t),x, t) (6.25)

with the deviation

∆q := q − q̃ (6.26)

from the target solution q̃. From this point on we follow the construction of the
general finite volume method in Section 5.8, but instead of Eq. (5.57) we discretize
Eq. (6.25). Cell-averaging Eq. (6.25) over Ωi

1 yields

d

dt
(∆q̂i(t)) =− 1

Vi

∑
k∈Ni

∫
∂Ωik

(F((q̃ + ∆q)(x, t))−F(q̃(x, t))) · n(x)dσ

+
1

Vi

∫
Ωi

s((q̃ + ∆q)(x, t),x, t)− s(q̃(x, t),x, t)dx, (6.27)

where we use the notations from Section 5.8 and ∆q̂i := q̂i − ˆ̃qi. Using numerical
fluxes and quadrature yields the semi-discrete scheme

d

dt
(∆Q̂i(t)) =− 1

Vi

∑
k∈Ni

Ix∈∂Ωij [∆Fn (∆Qrec
i (·, t),∆Qrec

k (·, t), q̃(·, t))]

+
1

Vi
Ix∈Ωi [s((∆Qrec

i + q̃)(·, t), ·, t)]− 1

Vi
Ix∈Ωi [s(q̃(·, t), ·, t)] , (6.28)

where the reconstructed functions ∆Qrec
i ,∆Qrec

k are obtained using a consistent
conservative reconstruction routine on the cell average values ∆Q̂ and the numerical
flux difference ∆Fn is defined as

∆Fn
(
∆QL,∆QR, q̃

)
:= F (∆QL + q̃,∆QR + q̃,n)− n · F(q̃). (6.29)

6.2.2 Properties of the Deviation Method

In the following we discuss the main properties of the two-dimensional Deviation
method.

1Note that, different from the previous section, we only use one cell-index again. The reason is
that this formulation also allows for unstructured grids.
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6.2.2.1 Accuracy

The simple modification applied in the Deviation method in order to make a stan-
dard method well-balanced allows for high order accuracy.

Theorem 6.2.1. The semi-discrete scheme Eq. (6.28) is consistent with Eq. (6.25)
and m-th order accurate in space provided that the reconstruction routine and the
quadrature rules are at least m-th order accurate in space.

Proof. Let q be a smooth solution of Eq. (5.57), where we denote the deviations
from the target state with ∆q = q − q̃. Since the reconstruction is m-th order
accurate we have

∆Qrec
i (x) = Ri

(
x; {∆q̂j}j∈Si

)
= ∆q(x) +O (hm) for x ∈ Ωi. (6.30)

Since the numerical flux Fn is Lipschitz continuous and consistent, the relation

∆Fn (∆Qrec
i (x, t),∆Qrec

k (x, t), q̃(x, t))

= F (∆Qrec
i (x, t) + q̃(x, t),∆Qrec

k (x, t) + q̃(x, t),n)− n · F (q̃(x, t))

= F ((∆q + q̃)(x, t) +O (hm) , (∆q + q̃)(x, t) +O (hm) ,n)− n · F (q̃(x, t))

= n · F ((∆q + q̃)(x, t))− n · F (q̃(x, t)) +O (hm) (6.31)

holds for any x ∈ ∂Ωij. Hence, the interface flux approximation is also m-th order
accurate

Ix∈∂Ωij [∆Fn (∆Qrec
i (·, t),∆Qrec

k (·, t), q̃(·, t))]
= Ix∈∂Ωij [n · F ((∆q + q̃)(·, t))− n · F (q̃(·, t)) +O (hm)]

=

∫
x∈∂Ωij

n · F ((∆q + q̃)(x, t))− n · F (q̃(x, t)) +O (hm) dx+O (hm)

=

∫
x∈∂Ωij

n · F ((∆q + q̃)(x, t))− n · F (q̃(x, t)) dx+O (hm) . (6.32)

Since also the source term is discretized using them-th order reconstructed functions
and an m-th order accurate quadrature rule, the method is m-th order accurate and
consistent with Eq. (6.25).

In this theorem we have shown that the Deviation method is consistent with
the modified PDE (6.25). Since this modified PDE is equivalent to the original
hyperbolic balance law Eq. (5.57), the following corollary holds.

Corollary 6.2.2 (Accuracy of the deviation method). The semi-discrete scheme
Eq. (6.28), interpreted as a method to evolve Q̂i = ˆ̃qi + ∆Q̂i, is m-th order accurate
in space and consistent with Eq. (5.57).

Proof. Corollary 6.2.2 follows directly from Theorem 6.2.1 and the relation d
dt

∆q̂i =
d
dt
q̂i − d

dt
ˆ̃qi.
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6.2.2.2 Well-Balanced Property

In this section we show the well-balanced property of our method. The formulation
of Theorem 6.2.3, its proof, and Corollary 6.2.4 have in a similar form been published
in our original article [14].

Theorem 6.2.3. The modified Runge–Kutta finite volume method introduced in
Section 6.2.1 satisfies the following property: If

∆Qi = 0 ∀i ∈ {1, . . . , N} (6.33)

at initial time, then this holds for all t > 0.

Proof. Let ∆Qi = 0 for all i ∈ I. The consistency of the applied reconstruction
leads to ∆Qrec

i ≡ 0 at all flux quadrature points. The flux consistency then yields

∆Fn
(
∆Qrec

i (x),∆Qrec
j (x), q̃

)
= ∆Fn (0, 0, q̃)

= F (q̃, q̃,n)− n · F(q̃) = n · F(q̃)− n · F(q̃) = 0 (6.34)

for any quadrature point x on ∂Ωij. Hence, discrete interface flux is

Ix∈∂Ωij [∆Fn (∆Qrec
i (·, t),∆Qrec

k (·, t), q̃(·, t))] = Ix∈∂Ωij [0] = 0. (6.35)

Now, consider the contribution from the source term: With ∆Qi = 0 the source
term discretization in Eq. (6.28) reduces to

Ix∈Ωi [s((∆Qrec
i + q̃)(·, t), ·, t)]− Ix∈Ωi [s(q̃(·, t), ·, t)]

= Ix∈Ωi [s(q̃(·, t), ·, t)]− Ix∈Ωi [s(q̃(·, t), ·, t)] = 0. (6.36)

We have shown that the right hand side in Eq. (6.28) vanishes and thus the initial
data ∆Qi = 0 are conserved for all time.

The formulation of the well-balanced property of the Deviation method in The-
orem 6.2.3 is different from the one for the α-β method in Theorem 6.1.2. To make
it comparable we reformulate the theorem in an obvious corollary.

Corollary 6.2.4. If the initial condition Qi(t = 0), i = 1, . . . , N , equals the cell
averages of the target solution Q̃i(t = 0), i = 1, . . . , N , the computed solution equals
the target solution for all time.

6.2.2.3 Scope

The properties and scope of the method which we discussed for the one-dimensional
Deviation method in Section 4.3.2.3 can be transferred to the two-dimensional case.
This includes...

• ... the possibility to apply the modification to any hyperbolic balance law.

• ... the capability to well-balance time-dependent solutions (Remark 4.3.5).
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• ... the simplified implementation if only stationary solutions shall be balanced
(Remark 4.3.6).

• ... the simplification for linear source terms (Remark 4.3.7).

• ... the applicability for homogeneous hyperbolic conservation laws (Remark 4.3.8).

• ... the well-balanced property for non-smooth target solutions (Remark 4.3.9).

• ... the possibility to reconstruct in a different set of variables instead of the
conserved variables (Remark 4.3.10).

6.3 The Local Approximation Method
In order to define the local hydrostatic pressure approximation in the multi-dimensional
extension of the Discretely Well-Balanced or Local Approximation method, the mo-
mentum source term approximation Sρv,LA,ij as defined below is integrated from
one point to another. In general ∇ × Sρv,LA,ij 6= 0 holds in our construction and
this integral is path dependent. It is hence not possible to find a continuous discrete
approximation of a multi-dimensional hydrostatic pressure using local pressure poly-
nomials, which would be required in order for a theorem similar to Theorem 4.4.4
to hold.

Since the Local Approximation method shows even better convergence than the
Discretely Well-Balanced method in the one-dimensional tests in Section 4.6 and
does not suffer from an increased stencil (Section 4.4.2.4), it seems preferable over
the Discretely Well-Balanced method for a multi-dimensional method. We develop
the method only on a Cartesian mesh, further extension to arbitrary grids can be
conducted in future work.

6.3.1 Description of the Local Approximation Method

The two-dimensional Local Approximation method is a natural extension of the
one-dimensional method introduced in Section 4.5. The description of the method
is similar – and in parts identical – to the description in our original article [12].

6.3.1.1 Source Term Discretization

Let us define the source term approximation

Sρv,LA,ij(x) :=

(
Sρu,LA,ij(x)
Sρv,LA,ij(x)

)
:=

(
ρrecij (x)(gx)

int
ij (x)

ρrecij (x)(gy)
int
ij (x)

)
, (6.37)

SE,LA,ij(x) :=(ρu)recij (x)(gx)
int
ij (x) + (ρv)recij (x)(gy)

int
ij (x), (6.38)

where ρrecij and (ρv)recij :=
(
(ρu)recij , (ρv)recij

)T are m-th order accurate CWENO recon-
struction polynomials in the ij-th cell. gintij is an m-the order accurate interpolation
polynomial from the cell-centered point values of g. CWENO interpolation can be
used if g is not smooth. Note, that the statement from Remark 4.4.1 is also valid
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in the two-dimensional case. Due to the polynomial character of Sρu,LA,ij, Sρv,LA,ij,
and SE,LA,ij the source term integrals can be computed explicitly. The cell-averaged
source term used in the finite volume method in the i-th cell is hence computed as

ŜLA
ij :=

1

|Ωij|

∫
Ωij


0

Sρu,LA,ij(x)
Sρv,LA,ij(x)
SE,LA,ij(x)

 dx. (6.39)

6.3.1.2 Reconstruction

As in the one-dimensional method, prior to the reconstruction itself we construct
a local approximation to the hydrostatic pressure in the cell Ωij. Using the local
hydrostatic density ρhs

ij := ρrecij we obtain the local hydrostatic pressure in the cell
Ωij by

phsij (x) := p0,ij +

∫ 1

0

Sρv,LA,ij(xij + (x− xij)t) · (x− xij) dt. (6.40)

To obtain the cell-centered pressure value p0,ij we solve the equation

ε̂est
ij =

1

|Ωij|
Ix∈Ωij

[
εEoS

(
ρhs
ij (x), phs

ij (x)
)]
, (6.41)

where the cell-averaged internal energy density is estimated by

ε̂est
ij := Êij −

ˆ(ρu)
2

ij + ˆ(ρv)
2

ij

2ρ̂ij
. (6.42)

On hydrostatic solutions, it is ε̂est
ij = ε̂ij, since the momentum term vanishes in that

case. As in the one-dimensional case, Eq. (6.41) can be solved explicitly if an ideal
gas EoS is used to close the Euler system. For general EoS we refer to Section 4.4.1.3.

Now that the pressure at cell center p0,ij is fixed, we have fully specified the
high-order accurate representation of the equilibrium conserved variables in cell Ωij:

Qhs
ij (x) =


ρhs
ij (x)

0
0

εhs
ij (x)

 , (6.43)

where
εhs
ij (x) = ε

(
ρhs
ij (x), phs

ij (x)
)
. (6.44)

Next, we develop the high-order equilibrium preserving reconstruction procedure.
To this end, as in e.g. [15, 78], we decompose in every cell the solution into an
equilibrium and a (possibly large) perturbation part. The equilibrium part in cell
Ωij is simply given byQhs

ij (x) of Eq. (6.43) above. The perturbation part in cell Ωij is
obtained by applying the standard reconstruction procedure R to the cell-averaged
equilibrium perturbation

δQrec
ij (x) = R

(
x;

{
Q̂kl −

1

|Ωkl|
Ix∈Ωkl

[
Q̂hs
ij (x)

]}
(k,l)∈Sij

)
. (6.45)
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We note that the cell average of the equilibrium perturbation in cell Ωkl is obtained
by taking the difference between the cell average Q̂kl and the cell average of the
equilibrium Q̂hs

ij in cell Ωkl.
The complete equilibrium preserving reconstruction RLA is then obtained by the

sum of the equilibrium and perturbation reconstruction

Qrec
ij (x) = RLA

(
x;
{
Q̂kl

}
(k,l)∈Sij

)
:= Qhs

ij (x) + δQrec
ij (x). (6.46)

Remark 6.3.1. The approximate well-balanced method presented in this section can
be extended to three spatial dimensions without further complications.

6.3.2 Properties of the Local Approximation Method

The fundamental properties of the two-dimensional Local Approximation method
are similar to the one of the one-dimensional method, which are discussed in Sec-
tion 4.5.2

6.3.2.1 Accuracy

The well-balancing modification introduced in Section 6.3.1 does not diminish the
order of accuracy of the finite volume method.

Theorem 6.3.2. Consider the semi-discrete scheme Eq. (5.62) on a Cartesian grid
for compressible Euler equations with gravity (5.5) with a numerical flux F , the
hydrostatic reconstruction RLA (Eq. (6.46)) based on an m-th order accurate spatial
reconstruction procedure R, and the gravitational source term discretization ŜLA

ij

given in Eq. (6.39). The scheme is consistent and at least m-th order accurate in
space for smooth solutions.

Proof. The argumentation is the same as in the one-dimensional case (proof of The-
orem 4.5.1): The local pressure approximation is smooth, and hence the m-th order
accurate reconstruction of the deviations with respect to Eq. (6.43) yields an m-th
order accurate reconstruction of the conserved variables. The source term discretiza-
tion is m-th order accurate by construction.

6.3.2.2 Well-Balanced Property

As in the one-dimensional case, it is not possible to show a theorem similar to
Theorem 4.4.4 for the Local Approximation method. This has been explained at
the beginning of Section 6.3. Hence, we have to validate the increased accuracy of
this method close to hydrostatic solutions in numerical experiments.

6.4 Numerical Tests
In the two-dimensional numerical experiments, we use the same Python code as for
the tests in Section 4.6. The only exception is the experiment in Section 6.4.7: There
we apply the astrophysical finite volume code SLH, which is for example described in
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[120, 57, 143]. Both, SLH and the Python code, use the same spatial discretization
technique for curvilinear grids that is described in Section 5.9. A third order spatial
discretization on a Cartesian grid is achieved as described in Section 5.8 in the
Python code. The source term discretization (5.56) is applied in the third order
method and the one given in Eq. (3.76) for first and second order methods. Of course,
the source term discretization is modified in case of the α-β method according to the
description given in Section 6.1. The numerical fluxes and time-stepping routines
are chosen as in Section 4.6 if not stated explicitly.

6.4.1 Two-Dimensional Polytrope

In the first two-dimensional test in this thesis, we apply our well-balanced methods
on a two-dimensional polytrope. The two-dimensional polytrope is a hydrostatic
stratification given by [78]

ρ̃(x) :=
sin
(√

2π |x|
)

√
2π |x|

, p̃(x) := ρ̃(x)γ, g := ∇φ(x), φ(x) := −2
sin
(√

2π |x|
)

√
2π |x|

(6.47)

with γ = 2 (also in the ideal gas EoS that is applied) and describes an adiabatic
gaseous sphere held together by self-gravitation. The functions ρ and φ are ex-
tended to x = 0 continuously. This configuration has been used in [12] to test the
Local Approximation method. It is set on Cartesian, polar, and cubed sphere meshes
discretizing the domain [−0.5, 0.5]2. In the case of the polar and cubed sphere grid,
the domain is reduced accordingly. We use our first and second accurate standard,
α-β, and Deviation method. On the Cartesian grid we also use the third order
accurate standard, Deviation, and Local Approximation method. We evolve the
polytrope up to the final time t = 10τ . The L1-errors for the exact well-balanced
methods (α-β and Deviation) are shown in Table 6.1 for simulations on a 64 × 64
cells grid. All the errors are on machine precision for the α-β method. For the De-
viation method there is no error at all. In Table 6.2 the L1-errors and convergence
rates are presented for the third order accurate standard and Local Approximation
method. Using the Local Approximation method significantly improves the result
compared to the standard method. Moreover, an increased order of accuracy is
observed for the Local Approximation method, similar to our observations in the
one-dimensional numerical experiments.

6.4.1.1 Perturbation on Two-Dimensional Polytrope

In order to study the accuracy of our two-dimensional numerical methods on a
perturbation from the hydrostatic state, we add a perturbation to the polytrope
introduced in Section 6.4.1. The initial pressure is perturbed in the following way
[78, 12]

ppert(x) :=

(
1 + A exp

(
−‖x‖

2
2

0.052

))
p̃(x). (6.48)

As in [78, 12], we use the perturbation amplitude A = 10−8. The spatial domain
and numerical methods are the same as in Section 6.4.1. The only difference is that
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Table 6.1: L1-errors for the 2-d polytrope test case described in Section 6.4.1 after
ten sound crossing times. The exact well-balanced methods have been used on a
grid with 64 × 64 cells. Due to the symmetry of the test problem and grids the
momentum errors are the same for ρu and ρv.

first order methods
method mesh ρ error ρu/ρv error E error
Standard Cartesian 7.17e-02 4.26e-03 3.21e-02

Polar 1.95e-02 2.48e-03 7.15e-03
Cubed sphere 6.36e-02 2.86e-03 2.63e-02

α-β WB Cartesian 0.00e+00 0.00e+00 0.00e+00
Polar 6.33e-15 4.14e-15 8.38e-16

Cubed sphere 3.92e-15 7.69e-16 6.57e-16
Deviation WB Cartesian 0.00e+00 0.00e+00 0.00e+00

Polar 0.00e+00 0.00e+00 0.00e+00
Cubed sphere 0.00e+00 0.00e+00 0.00e+00

second order methods
method mesh ρ error ρu/ρv error E error
Standard Cartesian 1.17e-03 4.57e-04 3.86e-04

Polar 1.44e-04 2.17e-04 2.43e-04
Cubed sphere 1.83e-03 1.22e-03 6.64e-04

α-β WB Cartesian 5.01e-16 5.59e-16 8.51e-16
Polar 4.90e-16 5.19e-15 1.59e-15

Cubed sphere 5.51e-16 1.20e-15 1.40e-15
Deviation WB Cartesian 0.00e+00 0.00e+00 0.00e+00

Polar 0.00e+00 0.00e+00 0.00e+00
Cubed sphere 0.00e+00 0.00e+00 0.00e+00

third order methods
method mesh ρ error ρu/ρv error E error
Standard Cartesian 3.55e-05 5.62e-06 1.57e-05

Deviation WB Cartesian 0.00e+00 0.00e+00 0.00e+00
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Table 6.2: L1-errors and convergence rates for the 2-d polytrope test case described
in Section 6.4.1 after ten sound crossing times. The third order accurate standard
and Local Approximation methods have been used on different grid sizes. Due to
the symmetry of the test problem the momentum errors and rates are the same for
ρu and ρv.

third order methods (Cartesian mesh)
method N ρ error ρ rate ρu/ρv error ρu/ρv rate E error E rate
Standard 16 2.12e-03 – 2.12e-04 – 9.83e-04 –

32 2.79e-04 2.9 4.15e-05 2.4 1.26e-04 3.0
64 3.55e-05 3.0 5.62e-06 2.9 1.57e-05 3.0
128 4.47e-06 3.0 6.64e-07 3.1 1.96e-06 3.0

LA 16 9.33e-06 – 9.36e-07 – 4.80e-06 –
32 2.99e-07 5.0 3.24e-08 4.9 1.57e-07 4.9
64 9.54e-09 5.0 1.22e-09 4.7 5.19e-09 4.9
128 3.08e-10 5.0 4.61e-11 4.7 1.80e-10 4.8

the polar grid is not used, since the initial perturbation is defined at the center
of the domain, which cannot be included in a polar mesh. For all the simulations
we use resolution of 128 × 128 cells. The final time is reduced to t = 0.25τ , such
that the perturbation cannot reach the boundary. As reference solutions to compare
the results to we use simulations obtained with the third order accurate Deviation
method on a 256 × 256 Cartesian mesh and the second order accurate Deviation
method on a 256 × 256 cubed sphere mesh. Usually, one would prefer to use a
standard method to provide a reference solution. However, the resolution neces-
sary to provide a sufficiently accurate reference solution with the non-well-balanced
standard method cannot be easily used due to a limit in a computer’s RAM. The
Deviation method has been analytically shown to be consistent and the accuracy
has been verified in several tests in [14]. This allows us to use it as a method to
obtain a reference solution on a sufficiently fine grid. The pressure deviations from
the hydrostatic background at final time are visualized in Figs. 6.1 to 6.3 for the for-
mally first, second, and third order accurate standard and well-balanced methods.
While the standard method fails to resolve the perturbation in each of the tests due
to a dominant error on the hydrostatic background, all well-balanced methods cap-
ture the perturbation accurately. The first and second order well-balanced methods
are, as expected, more diffusive than the reference solution. The third order ac-
curate Deviation method is in perfect agreement with the reference solution, while
the Local Approximation method still shows a small error due to not being exactly
well-balanced. However, the Local Approximation method’s error is three orders of
magnitude smaller than the standard method’s error.
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Figure 6.1: Perturbation on the two-dimensional polytrope as described in Sec-
tion 6.4.1.1 after 0.25 sound crossing times using the different formally first order
accurate methods on a Cartesian and cubed sphere grid with 128× 128 cells. Top:
Density plots of the pressure deviations from the hydrostatic background (Different
grids in different rows, different methods in different columns. The x and y-values
range from -0.5 to 0.5. Ranges of the colormaps for the standard methods are -8e-3
to 1e-3. For all other methods the range is from -8e-10 to 1.2e-9.). The four bottom
panels show scatter plots of the same quantity over the radius. The line for the α-β
method is hidden behind the line for the Deviation method.
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Figure 6.2: Perturbation on the two-dimensional polytrope as described in Sec-
tion 6.4.1.1 after 0.25 sound crossing times using the different formally second order
accurate methods on a Cartesian and cubed sphere grid with 128× 128 cells. Top:
Density plots of the pressure deviations from the hydrostatic background (Different
grids in different rows, different methods in different columns. The x and y-values
range from -0.5 to 0.5. Ranges of the colormaps for the standard methods are -8e-5
to 6e-5 for the Cartesian grid and -1.5e-4 to 6e-4 for the cubed sphere grid. For all
other methods the range is from -8e-10 to 1.2e-9.). The four bottom panels show
scatter plots of the same quantity over the radius. The line for the α-β method is
hidden behind the line for the Deviation method.
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Figure 6.3: Perturbation on the two-dimensional polytrope as described in Sec-
tion 6.4.1.1 after 0.25 sound crossing times using the different formally third order
accurate methods on a Cartesian grid with 128×128 cells. Top: Density plots of the
pressure deviations from the hydrostatic background (different methods in different
panels. The x and y-values range from -0.5 to 0.5. Ranges of the colormaps for
the standard methods are -8e-7 to 1e-7. For all other methods the range is from
-8e-10 to 1.2e-9.). The two bottom panels show scatter plots of the same quantity
over the radius. The line for the reference solution is hidden behind the line for the
Deviation method.
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6.4.2 Radial Rayleigh–Taylor Instabilities

In this test, we use a piecewise isothermal hydrostatic state in the two-dimensional
gravitational potential

φ(x) := −20
sin
(√

2π |x|
)

√
2π |x|

(6.49)

and the gravitational acceleration g = −∇φ(x). The initial data are given by

ρ(x) :=

{
ρ̃in(x) if r(x) < (1 + η cos(20ϕ(x)))r0,

ρ̃out(x) else,
(6.50)

p(x) :=

{
p̃in(x) if r(x) < r0,

p̃out(x) else,
(6.51)

v(x) :=

(
0
0

)
(6.52)

in the domain Ω = [0, 0.5]2, where

ρ̃in(x) := ac exp (−aφ(x)) , ρ̃out(x) := b exp (−bφ(x)) , (6.53)
p̃in(x) := c exp (−aφ(x)) , p̃out(x) := exp (−bφ(x)) , (6.54)

c = exp
(
(a− b)φ

(
(r0, 0)T

))
, and r(x), ϕ(x) are radius and angle of x with respect

to (0, 0) and the x-axis. With this choice of c the pressure is continuous, whereas
there is a discontinuity in the density (for a 6= b). Choosing b > a means that
there is a dense fluid on top2 of a light fluid. Hence, Rayleigh–Taylor instabilities
are expected to develop [39]. To break the radial symmetry of the setup for the
instabilities to develop we set the parameter η = 0.005. In a similar configuration,
this test case has been applied in [12] to test the Local Approximation method and
the description of the test case is in parts similar to the one in this article.

For the parameters in the setup we choose r0 = 0.2 and (a, b) = (1, 2) and evolve
the solution up to the final time t = 0.6 using different methods on different grids.
At the x = 0 and y = 0 boundaries we use wall-boundary conditions, since these are
consistent with the symmetry of the problem. At the outer boundaries we extrap-
olate (ρ− ρ̃out, ρu, ρv, E − (γ − 1)p̃out)

T in order to properly treat the hydrostatic
solution at the boundary. For the α-β method we treat the outer boundaries in
a slightly different way: We extrapolate the hydrostatic variables (ρ/α, u, v, p/β),
where we set α = ρ̃out, β = p̃out for the well-balancing routine. In the Deviation
method we choose (ρ̃out, 0, 0, (γ − 1)p̃out) as target solution in conserved variables.
In the second order standard and Deviation method we reconstruct primitive vari-
ables (see Remark 4.3.10). The results for simulations with the third order accurate
standard, Deviation, and Local Approximation method on a 128 × 128 Cartesian
grid are visualized in Fig. 6.4. The simulation using the standard methods crashes
at t ≈ 0.4682 due to negative pressure. The simulations using the well-balanced
methods reach the final time. As can be seen in Fig. 6.5, the well-balanced methods
help to preserve the hydrostatic states in the regions that are free of dynamical mix-
ing processes, whereas using the standard method leads to a significant error at the

2“up” means the direction opposing the direction of the gravitational acceleration



6.4. Numerical Tests 147

outer boundary, which causes the simulation to crash. The Local Approximation
method seems to be significantly more diffusive than the Deviation method (see
Fig. 6.4). In Fig. 6.6, results of simulations using the second order accurate α-β and
Deviation methods on 128× 128 cubed sphere and polar grids are presented. Both
well-balanced methods succeed on these curvilinear meshes and resolve the mixing
processes well.

6.4.3 Keplerian Disk

In this section we present a test case that has been published in a similar form in [14]
and that does not include a hydrostatic solution. Instead, a non-static stationary
solution – the Keplerian disk – is considered, in which gravity opposes centrifugal
force3. To the author’s knowledge, in literature there are only the well-balanced
method proposed in [67] and the Deviation method capable of balancing the Ke-
plerian disk solution. The scheme in [67] has been developed for this particular
purpose. The Deviation method can balance this stationary state since it can bal-
ance any stationary state of a hyperbolic system. Consider the stationary solution
([67])

ρ̃ ≡ 1, ũ(x) = − sin(ϕ(x))

√
GmS

r(x)
, ṽ(x) = cos(ϕ(x))

√
GmS

r(x)
, p̃ ≡ 1 (6.55)

of the compressible Euler equations (5.5) with the gravitational potential φ(x) =
−Gms

r(x)
and r(x) =

√
x2 + y2, ϕ(x) = arctan( y

x
), G = ms = 1. We use the initial

conditions

ρ(x, y) =

{
2 if (x+ 1.5)2 + y2 < 0.152

ρ̃ else
(6.56)

and u = ũ, v = ṽ, p = p̃ on the domain Ω = [−2, 2] × [−2, 2]. Note that there is
a singularity in the velocities at x = 0, which we avoid by choosing the numerical
grids accordingly. The second order standard and Deviation methods are applied
on a polar grid with 32× 256 cells and a Cartesian grid with 128× 128 cells. In the
Cartesian grid we take away the center with r(x) < 1 and use Dirichlet boundary
conditions. This is achieved by setting the initial conditions on the whole grid, but
never update the cells with r(x) < 1. Hence, these cells are treated as ghost cells.
We apply Dirichlet boundary conditions at all boundaries except the boundaries
in ϕ-direction on the polar grid, which are treated with polar boundary conditions.
Since there is a discontinuity in the initial setup, we apply the minmod slope limiter.
The density at time t = 2.5 for each simulation and the exact solution is shown in
Fig. 6.7. It gets evident that in the simulation using the standard method the spot
of increased density falls into the inner boundary on both grids. The Deviation
method has no error on the stationary solution such that the spot of increased
density is advected on the correct radius. It is noteworthy that this result can
even be obtained on a Cartesian grid, which is generally not well-suited to evolve
spherically symmetric setups.

3Centrifugal force appears as a source term in the momentum equation, when the Euler equa-
tions are rewritten in polar coordinates (e.g. [67]).
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Figure 6.4: Snapshots of the relative density deviations (ρ − ρ̃out)/ρ̃out from the
outer density stratification ρ̃out (Eq. (6.50)) at different times are shown for the ra-
dial Rayleigh–Taylor instability test case from Section 6.4.2. Different third order
accurate methods are used in different panels on a 128 × 128 Cartesian grid. The
simulation with the standard method crashes at t ≈ 0.4682. The simulations with
the Deviation and Local Approximation method reach the final time. The Local Ap-
proximation method is significantly more diffusive than the Deviation method.
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Figure 6.5: Scatter plot of the relative density deviations from the initial density
over radius for the tests presented in Fig. 6.4 and discussed in Section 6.4.2 at time
t = 0.468. This is shortly before the simulation with the standard method crashes.
A significant error in the hydrostatic background gets evident at the outer boundary.
The well-balanced methods lead to preservation of the initial hydrostatic state in
the regions in which there are no mixing processes taking place.

6.4.4 Two-Dimensional Euler Wave in a Gravitational Field

The experiments presented in this section have been presented in our original re-
search article [14] in a similar and in parts identical form. To demonstrate that
we can follow time-dependent solutions exactly with the Deviation method, we use
a problem from [175] and [42] which involves a known exact solution of the two-
dimensional Euler equations with gravity given by

ρ̃(t, x, y) = 1 +
1

5
sin(π(x+ y − t(u0 + v0))), (6.57)

ũ(t, x, y) = u0, ṽ(t, x, y) = v0, (6.58)

p̃(t, x, y) = p0 + t(u0 + v0)− x− y +
1

5π
cos(π(x+ y − t(u0 + v0))). (6.59)

The gravitational potential is φ(x) = x+ y, the EoS is the ideal gas EoS. In accor-
dance to [175] and [42] we choose u0 = v0 = 1, p0 = 4.5 on the domain Ω = [0, 1]2.
We use the first, second, and third order accurate Deviation method to evolve the
initial data with t = 0 to a final time t = 0.1 on a 64 × 64 Cartesian grid and
the second order Deviation method on a 64 × 64 polar grid. The L1-error in every
component of the state vector is exactly zero in each of the tests. We omit showing
a table with these values since it does not provide additional insight.

Next, we are going to verify the order of accuracy for perturbations to time-
dependent target solutions, if the Deviation method is used. For this we use the
initial setup from Eqs. (6.57) to (6.59) and add a pressure perturbation:

ρ(t = 0, x, y) = ρ̃(t = 0, x, y), (6.60)
u(t = 0, x, y) = ũ(t = 0, x, y), v(t = 0, x, y) = ṽ(t = 0, x, y), (6.61)

p(t = 0, x, y) = p̃(t = 0, x, y) + η exp

(
−100

((
x− 1

2

)2

+

(
y − 1

2

)2
))

. (6.62)
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Figure 6.6: Snapshots of the relative density deviations (ρ − ρ̃out)/ρ̃out from the
outer density stratification ρ̃out (Eq. (6.50)) at different times are shown for the
radial Rayleigh–Taylor instability test case from Section 6.4.2. Different second
order accurate methods are used in different columns (Left: α-β method. Right:
Deviation method), different 128×128 grids are used in different rows (Top: Cubed
sphere. Bottom: Polar).
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Figure 6.7: Density at final time for the Keplerian disk test case described in Sec-
tion 6.4.3. A 128 × 128 Cartesian grid, from which the center has been cut out as
described in Section 6.4.3, is used in the left panels, a 32× 256 polar grid has been
used in the right panels. The top row shows results from simulation with the second
order accurate standard method, in the middle row the Deviation method has been
used. The bottom row shows the exact solution on the different grids.
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Table 6.3: L1-errors and convergence rates for a pressure perturbation (η = 0.1)
on the wave in a gravitational field solution of the two-dimensional Euler equations
after time t = 0.1. The third order standard and Deviation method are used. The
setup is described in Section 6.4.4.

third order standard method
N ρ error ρ rate ρu error ρu rate ρv error ρv rate E error E rate
64 3.77e-05 – 5.00e-05 – 5.00e-05 – 3.96e-04 –
128 5.61e-06 2.7 7.34e-06 2.8 7.34e-06 2.8 5.81e-05 2.8
256 7.18e-07 3.0 9.52e-07 2.9 9.52e-07 2.9 7.50e-06 3.0
512 8.03e-08 3.2 1.08e-07 3.1 1.08e-07 3.1 8.50e-07 3.1

third order Deviation method
N ρ error ρ rate ρu error ρu rate ρv error ρv rate E error E rate
64 2.65e-05 – 4.08e-05 – 4.08e-05 – 3.84e-04 –
128 4.17e-06 2.7 6.17e-06 2.7 6.17e-06 2.7 5.65e-05 2.8
256 5.41e-07 2.9 8.07e-07 2.9 8.07e-07 2.9 7.30e-06 3.0
512 6.26e-08 3.1 9.36e-08 3.1 9.36e-08 3.1 8.30e-07 3.1

Table 6.4: L1-errors and convergence rates for a small pressure perturbation (η =
10−5) on the wave in a gravitational field solution of the two-dimensional Euler
equations after time t = 0.1. The third order Deviation method is used. The setup
is described in Section 6.4.4.

Third order Deviation method
N ρ error ρ rate ρu error ρu rate ρv error ρv rate E error E rate
64 5.66e-09 – 1.07e-08 – 1.07e-08 – 9.38e-08 –
128 9.39e-10 2.6 1.73e-09 2.6 1.73e-09 2.6 1.49e-08 2.7
256 1.23e-10 2.9 2.27e-10 2.9 2.27e-10 2.9 1.93e-09 2.9
512 1.37e-11 3.2 2.56e-11 3.1 2.56e-11 3.1 2.17e-10 3.2
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We evolve these initial data to time t = 0.1 using the third order standard and
Deviation method with η = 0.1. The L1 errors and corresponding convergence rates
are presented in Table 6.3. As reference solution for determining the error we use a
numerically approximated solution computed using the third order standard method
on a 10242 grid. In this test we use exact boundary conditions for the standard
method, which means that we evaluate the states in the ghost cells at any time from
Eqs. (6.57) to (6.59). We see third order convergence for both methods. However,
there seems to be no significant benefit from using the Deviation method in this
test. The choice of η = 0.1 leads to a large discretization error in the perturbation
which seems to dominate the total error. Choosing a large perturbation in this test
was necessary since we use a solution computed from the standard method as a
reference solution to compute the errors. For smaller perturbations, the standard
method fails to provide a sufficiently accurate reference solution. To yet show the
improved accuracy of the Deviation method, we add a convergence test with a
small perturbation of η = 10−5 for which a sufficiently accurate reference solution
is produced using the third order Deviation method on a 10242 grid. The errors
and convergence rates for the third order accurate Deviation method are shown
in Table 6.4. It gets evident that the Deviation method is capable of accurately
resolving small perturbations, since the errors are much smaller than the size of the
perturbation – even on the coarsest grid.

6.4.5 Double Gresho Vortex

In this test, we use a vortex for homogeneous two-dimensional Euler equations which
has first been introduced in [77]. The exact setup is taken from our original article
[14] and the description below is similar to the one in this article. The pressure and
the velocity in angular direction of this vortex in dependence of the distance r to
the center are given by

û(r) =


5r, if 0 ≤ r < 0.2,

2− 5r, if 0.2 ≤ r < 0.4,

0, if 0.4 ≤ r,

(6.63)

p̂(r) =


5 + 25

2
r2, if 0 ≤ r < 0.2,

9− 4 ln(0.2) + 25
2
r2 − 20r + 4 ln(r), if 0.2 ≤ r < 0.4,

3 + 4 ln(2), if 0.4 ≤ r.

(6.64)

The radial velocity is zero and the density is ρ ≡ 1. In our test we set up the
domain [0, 1] × [0, 2] with two Gresho vortices centered at (0.5, 0.5) and (0.5, 1.5)
respectively. The vortices are advected with the velocity v0 = (u0, v0)T = (0.2, 0.4)T

and the boundaries are periodic. At time t = 5, the exact solution of this initial
data equals the initial setup. We apply the formally second order accurate Deviation
method with Roe’s approximate Riemann solver on a 64 × 128 grid to evolve the
initial condition up to final time t = 5. Only the vortex initially (and finally)
centered at (0.5, 0.5) is included in the target solution. The result is illustrated in
Fig. 6.8. It gets evident that the vortex included in the target solution is preserved
while the other vortex loses velocity due to diffusion.
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Figure 6.8: Illustration for the double Gresho vortex test from Section 6.4.5. The
absolute velocity after subtraction of the constant advection velocity v0 is shown for
the initial (left panel) and final (right panel) time. The vortex which is included in
the target solution (bottom vortex in both panels) is preserved, whereas the other
one is diffused and deformed.
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6.4.6 Testing the Deviation Method on Ideal Magnetohydro-
dynamics Equations

The two-dimensional compressible ideal magnetohydrodynamics (MHD) equations
which model the conservation of mass, momentum, magnetic field, and energy are
given by

∂tq + ∂xfx + ∂yfy = 0. (6.65)

The conserved variables

q =


ρ
ρu
ρv
Bx

By

E

 (6.66)

are evolved according to the fluxes

fx =


ρu

ρu2 + p+ 1
2
(B2

y −B2
x)

ρuv −BxBy

0
Byu− vBx

u(E + p+ 1
2
B2
y − 1

2
B2
x)− vBxBy

 , (6.67)

fy =


ρv

ρuv −BxBy

ρv2 + p+ 1
2
(B2

x −B2
y)

Bxv − uBy

0
v(E + p+ 1

2
B2
x − 1

2
B2
y)− uBxBy

 , (6.68)

where Bx, By are the x- and y-component of the magnetic field. The total energy
is E = ρε + 1

2
ρ|v|2 + 1

2
(B2

x + B2
y). All other quantities are defined as in the Euler

equations and we apply an ideal gas EoS with the same parameters as for the Euler
equations in order to relate the thermodynamical quantities.

Sometimes, two-dimensional compressible ideal MHD equations are defined such
that they include ρw and Bz – i.e., the velocity and magnetic field components in the
third spatial dimension – due to the genuine three-dimensional interactions between
velocity and magnetic field. In our tests we set ρw and Bz to zero and we can thus
omit the corresponding equations. The tests with the MHD equations we describe
in the following are taken from our article [14] and the description is in parts similar
or identical.

We consider an exact solution of the homogeneous two-dimensional ideal MHD
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equations given by

x̄ = x− tu0, ȳ = y − tv0, r2 = x̄2 + ȳ2, (6.69)

u = u0 − kpe
1−r2

2 ŷ, v = v0 + kpe
1−r2

2 x̂, ρ = 1, (6.70)

Bx = −mpe
1−r2

2 ŷ, By = mpe
1−r2

2 x̂, p = 1 +

(
m2
p

2
(1− r2)−

k2
p

2

)
e1−r2 .

(6.71)

The vortex described by these formulae is advected through the domain Ω = [−5, 5]×
[−5, 5] with the velocity (u0, v0). One vortex turnover-time is tturnover = 2π√

ekp
≈ 3.81

kp
.

Note that in this section we only present numerical experiments with the Deviation
method, since the other well-balanced methods presented in this thesis can only
be applied to balance hydrostatic states of the Euler equations. As numerical flux
function the Rusanov flux (Section 3.3.2) is used in all tests with the MHD system,
since it is universally applicable for any hyperbolic system. Extrapolation boundary
conditions are applied in order to allow for high order accuracy.

6.4.6.1 Long Time Evolution

In a first test we set the parameters to mp = kp = 0.1, u0 = v0 = 0 and run the
test up to t = 100tturnover on a 32× 32 grid. We use the Deviation method and the
target solution equals the initial data. The numerical error at final time compared
to the initial setup is exactly zero in all conserved variables.

6.4.6.2 Order of Accuracy

In a second test with the MHD vortex described in Eqs. (6.69) to (6.71), we are
interested to see if the Deviation method converges as expected, even if the target
solution deviates from the actual solution over time. For that we set mp = kp = 0.1,
u0 = v0 = 0 in the initial condition. As target solution we use the same vortex but
with u0 = v0 = 1. In Table 6.5 the L1 errors and rates at final time t = 0.2 are
presented for the formally first, second, and third order accurate Deviation method.
We omitted the errors for ρv and By. Due to the symmetry of the setup these errors
equal the errors in ρu and Bx respectively. We see that even if the target solution
moves away from the actual solution over time the method is still consistent and
displays the expected order of accuracy.

6.4.6.3 Numerical Target Solution

To show the versatility of the Deviation method, in the following test case it is
applied with a time-dependent target solution that is not given in the form of a
function but in the form of discrete data. For this purpose, the MHD vortex de-
scribed in Eqs. (6.69) to (6.71) with the parameters kp = mp = 0.1 and u0 = v0 = 0.1
is evolved up to the final time tfinal = 5 using the third order standard method on a
128 × 128 Cartesian mesh. All these parameters are chosen as in [14]. The result-
ing approximate solution is used as target solution in the Deviation method. For
this purpose the date are mapped on coarser grid. The cell-averaged values on the
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Table 6.5: L1-errors and convergence rates for the stationary MHD vortex test case
described in Section 6.4.6.2 after time t = 0.2. The Deviation method is applied
with a target solution that deviates from the actual solution over time.

first order Deviation method
N ρ error ρ rate ρu error ρu rate Bx error Bx rate E error E rate
32 2.10e-03 – 1.62e-02 – 1.26e-02 – 8.81e-02 –
64 8.31e-04 1.3 8.28e-03 1.0 6.90e-03 0.9 4.70e-02 0.9
128 3.52e-04 1.2 4.15e-03 1.0 3.57e-03 1.0 2.42e-02 1.0
256 1.59e-04 1.1 2.08e-03 1.0 1.81e-03 1.0 1.23e-02 1.0
512 7.53e-05 1.1 1.04e-03 1.0 9.12e-04 1.0 6.17e-03 1.0

second order Deviation method
N ρ error ρ rate ρu error ρu rate Bx error Bx rate E error E rate
32 2.67e-03 – 5.93e-03 – 5.95e-03 – 2.01e-02 –
64 1.18e-03 1.2 2.13e-03 1.5 2.13e-03 1.5 6.36e-03 1.7
128 4.57e-04 1.4 6.36e-04 1.7 6.37e-04 1.7 1.87e-03 1.8
256 1.52e-04 1.6 1.76e-04 1.9 1.76e-04 1.9 5.11e-04 1.9
512 4.49e-05 1.8 4.63e-05 1.9 4.63e-05 1.9 1.34e-04 1.9

third order Deviation method
N ρ error ρ rate ρu error ρu rate Bx error Bx rate E error E rate
32 1.91e-04 – 1.07e-03 – 1.07e-03 – 4.43e-03 –
64 1.73e-05 3.5 1.40e-04 2.9 1.39e-04 2.9 6.38e-04 2.8
128 1.67e-06 3.4 1.75e-05 3.0 1.75e-05 3.0 8.46e-05 2.9
256 1.82e-07 3.2 2.19e-06 3.0 2.19e-06 3.0 1.08e-05 3.0
512 2.16e-08 3.1 2.73e-07 3.0 2.73e-07 3.0 1.36e-06 3.0
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Figure 6.9: Pressure of the moving stationary MHD vortex as described in Sec-
tion 6.4.6.3 at the final time. The target solution for the Deviation method is the
numerical solution computed with the standard method on a 128 × 128 cells grid
(upper left panel). In the upper panels the standard method is used, in the lower
panels the Deviation method is used. Different columns correspond to different
resolutions.

coarser grid are obtained by averaging the cell-averages from the fine grid. Third
order accurate reconstruction is the applied in order to obtain sufficiently accurate
cell-centered values and the values at interface quadrature points are then interpo-
lated with a third order accurate interpolation from the cell-centered point values.
At the end, a third order accurate interpolation in time is applied in order to obtain
all the necessary cell-average and point values at the correct time in each step of the
Deviation method. Note that this procedure relies on properties of the Cartesian
grid we use. For a more general description the reader is referred to [14].

The Deviation method with the target solution obtained as described above and
the standard method are used to evolve the initial data on different Cartesian grids
(128 × 128, 64 × 64, 32 × 32, 16 × 16, 8 × 8) to the final time tfinal. The pressure
at final time for each of the simulations is shown in Fig. 6.9. All methods use
CWENO3 reconstruction and parabolic extrapolation boundary conditions. On the
128× 128 grid the solutions for the Deviation and standard method are exactly the
same, since the solution from the standard method is used as target solution in the
well-balanced method. For smaller resolutions, the standard method is too diffusive
to resolve the vortex. The quality of the results obtained with the Deviation method
is the same for all resolutions, since all of them use the same 128 × 128 simulation
as target solution. This is a proof of concept that the Deviation method can be
applied in combination with a target solution that has been obtained numerically.

6.4.7 Convection in a Stellar Shell

In this section we present a numerical experiment with astrophysical relevance. In
a two-dimensional model of a star density, pressure, and temperature are strat-
ified such, that there are three hydrostatic regions at different radial coordinate
intervals RI = [0, rI,II ], RII = [rI,II , rII,III ], and RIII = [rII,III , rmax], where
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rmax = 3/2RT0/|g|, rI,II = rmax/3, and rII,III = 2rmax/3. The center and the outer-
most shell (RI and RIII) are stable with respect to convection, which is ensured by
setting the temperature gradient in these regions to ∂rTI , ∂rTIII = 0. The tempera-
ture gradient in the region RII is set to ∂rTII = γ−1

Rγ
|g|, which makes the hydrostatic

solution in this region marginally stable with respect to convection, since we choose
an ideal gas law to describe the thermodynamical relations. The stability of hydro-
static solutions is determined using the square N2

BVF of the Brunt–Väisälä frequency
NBVF. This quantity is defined for example in [15]. The sign of NBVF indicates the
convective stability of a hydrostatic stratification: If it is positive, the stratification
is stable with respect to convection. If it is negative, the stratification is unstable
with respect to convection which means that convection can be expected as soon
as the hydrostatic stratification is disturbed. N2

BVF = 0 means that the stratifica-
tion is marginally stable. On the bottom of the marginally stable region, the gas is
heated by adding an external energy source term. From the physical perspective,
convection can be expected in RII.

The stratification is defined by the temperature gradient

∂rT (r) := ∂rTI +
1

2

(
1 + sin

[π
2
η(r,K, rI,II)

])
(∂rTI − ∂rTII,III(r)) , (6.72)

where

∂rTII,III(r) := ∂rTII +
1

2

(
1 + sin

[π
2
η(r,K, rII,III)

])
(∂rTII − ∂rTIII) (6.73)

and

η(r,K, r0) =


−1 if K(r − r0) < −1,

1 if K(r − r0) > 1,

K(r − r0) else .
(6.74)

Equations (6.72) and (6.73) smoothly connect the temperature gradients ∂rTI , ∂rTII ,
and ∂rTIII . The temperature gradient ∂rT is then integrated to obtain the temper-
ature profile

T (r) := T0 +

∫ r

0

∂rT (τ) dτ. (6.75)

To find the pressure stratification, we plug the ideal gas EoS into the hydrostatic
equation which yields

∂rp(r) =
p(r)

RT (r)
g. (6.76)

This ODE is solved numerically using the DOPRI5 solver, a fifth order accurate
explicit RK method introduced in [54], using the starting point (r = 0, p = p0). The
hydrostatic density can then simply be computed from the pressure and temperature
using the ideal gas EoS. The parameters we use in this setup are

T0 = 1e8, p0 = 1.2e17, g = −1000, K = 15/rmax, R = 8.31446261815324e7.
(6.77)
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An additional energy source term is added to the Euler system to add internal
energy in the marginally stable region RII such that convection can develop. Hence,
we solve the system

∂tq +∇ · F = s+ sheating, (6.78)

where q, F , and s are the state, flux-tensor, and the gravity source term of the
two-dimensional Euler equations as given in Eqs. (5.6) to (5.8). The heating term
sheating =

(
0, 0, 0, sEheating

)
is defined via

sEheating = d̄ε exp

(
−
(
r − r0

κ

)2
)
, (6.79)

where we choose the parameters

d̄ε = 3000 r0 = 107 κ =
r0

10
. (6.80)

We apply the second order accurate standard, α-β, and Deviation method on
a 144 × 144 cubed sphere grid. In the standard and Deviation method, primi-
tive variables are reconstructed (see Remark 4.3.10). The heating source term is
discretized via cell centered evaluation. As numerical flux function we choose the
AUSM+-up solver introduced in [114]. This numerical flux function is designed to
accurately simulate flows at low Mach numbers. Instead of our custom Python code
we use the Seven-League-Hydro (SLH) code described in [120, 57, 143], for exam-
ple. The semi-discrete scheme is evolved in time using the implicit Runge–Kutta
method ESDIRK23 [85]. The simulation is run to the final time t = 350000 with
the well-balanced methods but only to t ≈ 20000 with the standard method, since
this reduced time is enough to show the unphysical behavior in that case.

The local Mach number at final time is shown in Fig. 6.10. In the top left
panel the value of N2

BVF is shown to illustrate the position of the three regions. In
the simulation with the standard method we see turbulent patterns in the center
of the domain, which is determined to be stable by theory. Also, the maximal
Mach number of about 0.1 is quite high. In the simulations using the α-β and the
Deviation method there are, in accordance with the theoretical expectation, only
turbulent patterns in the marginally stable region. This test is a proof of concept
that our well-balanced methods in combination with a low Mach number compliant
numerical flux function can be applied to simulate turbulent stellar convection at low
Mach numbers. A similar but more sophisticated test setup, in which the Helmholtz
EoS (e.g., [160]) is applied, can be found in [58].
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Figure 6.10: Local Mach number at final time for the convection setup described in
Section 6.4.7 for different methods. In the top left panel, the square of the Brunt
Väisälä frequency at initial time is shown. In the regions with positive values the
hydrostatic state is stable with respect to convection. In the region with zero value,
the setup is marginally stable with respect to convection. The x-coordinate increases
to the right, the y-coordinate to the top. The domain is [−rmax, rmax]2 with rmax as
given in the text.
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Chapter 7

Conclusions and Outlook

In this thesis, we presented three different high order well-balanced methods. The
Deviation method (Section 4.3) (which is based on the idea of the α-β method
already introduced in [11] and described in more detail in Sections 4.2 and 6.1)
was described in Sections 4.3 and 6.2. The Deviation method is general in the
sense that it can be applied to exactly follow any known solution of any hyper-
bolic system with or without a source term. The Discretely Well-Balanced method,
introduced in Section 4.4, is constructed to balance hydrostatic states of the com-
pressible Euler system with gravitational source term without any a priori knowl-
edge or assumptions. For this purpose, a local approximation of the hydrostatic
state is balanced exactly. However, the Discretely Well-Balanced method suffers
from an increased stencil which can be especially problematic in the context of
parallel high performance computing based on domain decomposition. In order to
reduce the stencil, the Local Approximation method has been developed based on
the Discretely Well-Balanced method and a localization of the hydrostatic pressure
approximation. Whereas no well-balanced property could be shown for the latter
scheme, it yields similar or even better results in numerical experiments compared to
the Discretely Well-Balanced method. The improved accuracy close to hydrostatic
states and the order of accuracy have been verified analytically and numerically for
all schemes discussed in this thesis.

The Deviation and Local Approximation method have been extended to two spa-
tial dimensions in Chapter 6 and improved accuracy close to hydrostatic solutions
was made evident in numerical experiments in Section 6.4. Numerical experiments
with non-static stationary and even time-dependent solutions of the Euler equa-
tions with and without gravity source term and the equations of homogeneous ideal
magnetohydrodynamics verified the versatility of the Deviation method.

In Section 6.4.7 we presented an application of the α-β and Deviation method,
in which convection in a stellar shell has been simulated at low Mach numbers on a
cubed sphere grid using the astrophysical code SLH. The simulation was based on
the combination of the well-balanced methods with a low Mach number compliant
numerical flux function and fully implicit time stepping. The cubed sphere grid
allows an adaption to the spherical shape of the star with a structured grid without
avoiding the center as it would be necessary in a polar grid. Our well-balanced
methods are especially suitable for astrophysical simulations, since they are not
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restricted to an ideal gas EoS. Also, they have been constructed in a way that they
can be implemented in existing finite volume codes with minimal effort. They are
furthermore flexible in the sense that they can be combined with arbitrary numerical
fluxes and ODE solvers for time stepping.

However, the combination of well-balancing and low Mach number compliant
numerical fluxes remains an open area of research. In the low Mach convection test
case we presented in this thesis, a numerical flux was applied that explicitly adds
pressure diffusion to stabilize the simulation. As most low Mach number compli-
ant numerical fluxes, it has been developed for the homogeneous compressible Euler
system without source term. To further improve the capability for simulations of
compressible convection at low Mach numbers, a better understanding of the sta-
bility of the combination of well-balancing and the application of low Mach number
compliant numerical fluxes is required.



Appendix A

Details on Some Test Setups

A.1 Test Shown in Figure 3.3
The initial data for the test setup corresponding to Fig. 3.3 are given by

ρ(x, 0) := 1, u(x, 0) := 0, and p(x, 0) := 1 + exp
(
−100 (x− 0.3)2) for x ∈ Ω

(A.1)

on the domain Ω = [0, 1] with periodic boundary conditions. Using the compressible
Euler equations (2.19) with an ideal gas law (2.21), where R = 1 and γ = 1.4, the
solution is evolved to the final time t = 0.85. The reference solution (black line in the
right panel of Fig. 3.3) is obtained using a finite volume method with the CWENO7
reconstruction from [47], the Roe flux [141], and the explicit RK10 method from [62]
on a grid with 1000 cells. The blue line in Fig. 3.3 is obtained using a finite volume
method with constant reconstruction, the central flux described in Section 3.3.1,
and explicit forward Euler time stepping.

A.2 Test Shown in Figure 3.4
The initial condition for this classical shock tube problem for the compressible Euler
equations (2.19) with the ideal gas law (2.21), where R = 1 and γ = 1.4, is given by
[147]

q(x, 0) :=

{
qL for x < 1

2

qR for x ≥ 1
2

, (A.2)

where

qL =

 ρL

(ρu)L

EL

 :=

 1
0
1

γ−1

 and qR =

 ρR

(ρu)R

ER

 :=

 0.1
0

0.125
γ−1

 . (A.3)

The initial data are evolved to the final time t = 0.2 on the domain Ω = [0, 1] with
Dirichlet boundary conditions as described in Section 3.8. The reference solution in
Fig. 3.4 is obtained using a finite volume method with the CWENO7 reconstruction
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Figure A.1: Figure shown in Fig. 5.1 including labels. The initial data and final
time for the Riemann problems are given as configurations 7, 11, and 17 in [99]. The
density at final time is shown in each plot. In order to emphasize the interfaces,
1000 thin light gray contour lines, uniformly covering the range of density values,
have been added. They are allowed to accumulate to darker and finally black lines.

from [47], the Roe flux [141], and the explicit RK10 method from [62] on a grid with
1000 cells. The other solutions which are shown in Fig. 3.4 are obtained using a
finite volume method on a 100 cells grid with constant reconstruction, forward Euler
time stepping, and different numerical flux functions as displayed in the legend of
the figure.

A.3 Test Shown in Figure 5.1
Two-dimensional Riemann problems for the two-dimensional homogeneous Euler
system are simulated using the domain, initial data, and final time from the config-
urations 7, 11, and 17 in [99]. The density at final time for each problem is shown in
Figs. 5.1 and A.1. The simulations are conducted using our second order standard
finite volume method on a 600 × 600 cells Cartesian grid. The Roe flux and min-
mod limited linear reconstruction are applied. The semi-discrete scheme is evolved
with the explicit RK3 ODE solver. The boundaries are extrapolated using constant
extrapolation.



Appendix B

Some Second Order Accurate
Products and Conversions

B.1 Products
Let q, r ∈ C2(Ω,R) be functions defined on the convex compact domain Ω ⊂ Rd

(d = 1, 2) with ‖x− y‖ < h for any x,y ∈ Ω and some h > 0.

q̂ =
1

|Ω|

∫
Ω

q(x) dx, and r̂ =
1

|Ω|

∫
Ω

r(x) dx (B.1)

are be the averages of q and r over Ω. Let x0 ∈ Ω be the quadrature point of a
one-point Gaussian quadrature rule (Sections 3.5 and 5.5), i.e., it is

f̂ = f(x0) +O
(
h2
)

(B.2)

for any function f ∈ C(Ω,R). In the case d = 1, this is x0 = x0 = (a + b)/2 for
Ω = [a, b]. In the case d = 2 and if the cell is from a Cartesian grid (Ω = [a, b]×[c, d]),
it is x0 = ((a+ b)/2, (c+ d)/2)T .

The following holds true:

(a) q̂r(x0)
(B.2)
= (q(x0) +O (h2))r(x0) = q(x0)r(x0) +O (h2)

(b) q̂r(x0)
(a)
= q(x0)r(x0) +O (h2)

(B.2)
= (̂qr) +O (h2)

(c) q̂r̂
(B.2)
= (q(x0) +O (h2)) (r(x0) +O (h2)) = q(x0)r(x0) +O (h2)

Collecting (a)-(b), all the products

q̂r̂ ≈ q̂r(x0) ≈ q(x0)r̂ ≈ q(x0)r(x0) (B.3)

approximate each other with second order accuracy. Let r > 0 on the whole domain
Ω. Then, according to the chain rule, 1/r ∈ C2 and, applying (a)-(c), the quotients

q̂

r̂
≈ q̂

r(x0)
≈ q(x0)

r̂
≈ q(x0)

r(x0)
(B.4)
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168 B. Some Second Order Accurate Products and Conversions

approximate each other with second order accuracy. Let q ∈ C(Ω,Rn) with some
n ∈ N, n > 1 be vector-valued. Applying above approximations component-wise
yields the second order accurate approximations

q̂r̂ ≈ q̂r(x0) ≈ q(x0)r̂ ≈ q(x0)r(x0) (B.5)

and
q̂

r̂
≈ q̂

r(x0)
≈ q(x0)

r̂
≈ q(x0)

r(x0)
. (B.6)

Note that multiplication with a constant is just a special case of the approximations
discussed above.

B.2 Conversions
For Ω, x0, and ·̂ we use the notation from Appendix B.1. Let qcons = (ρ, ρu, ρv, E) ∈
C2(Ω,R+ × R2 × R+) be a field of states given in conserved variables, and qprim =
(ρ, u, v, p) ∈ C2(Ω,R+ × R2 × R+) the corresponding field of states in primitive
variables such that

qprim = T (qcons)qcons, (B.7)

where

T prim
cons (q̄) :=

∂qprim (qcons)

∂qcons

∣∣∣∣
qcons=q̄

and T cons
prim(q̄) :=

∂qcons
(
qprim

)
∂qprim

∣∣∣∣∣
qprim=q̄

(B.8)

are the transformations between the variable systems as given in Section 5.1.1. Fur-
thermore, for the EoS we assume that it is sufficiently smooth such that

εEoS
(
ρ+O

(
h2
)
, p+O

(
h2
))

= εEoS(ρ, p) +O
(
h2
)
, (B.9)

pEoS
(
ρ+O

(
h2
)
, ε+O

(
h2
))

= pEoS(ρ, ε) +O
(
h2
)
,

ρEoS
(
p+O

(
h2
)
, ε+O

(
h2
))

= ρEoS(p, ε) +O
(
h2
)
. (B.10)

Then the following statements hold true:

(a) A straightforward computation shows that

T prim
cons

(
q +O

(
h2
))

= T prim
cons (q) +O

(
h2
)

and (B.11)
T cons

prim

(
q +O

(
h2
))

= T cons
prim(q) +O

(
h2
)

(B.12)

(b) It is also easy to show via direct computation that(
T prim

cons (q) +O
(
h2
))
q = T prim

cons (q)q +O
(
h2
)

(B.13)
T prim

cons (q)
(
q +O

(
h2
))

= T prim
cons (q)q +O

(
h2
)

(B.14)

and consequently(
T prim

cons (q) +O
(
h2
)) (

q +O
(
h2
))

= T prim
cons (q)q +O

(
h2
)
. (B.15)

The corresponding holds for the transformation T cons
prim.
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(c) Combining (a),(b), and Eq. (B.2) yields

T prim
cons (q̂)q̂ = T prim

cons (q(x0))q(x0) +O
(
h2
)
, (B.16)

T cons
prim(q̂)q̂ = T cons

prim(q(x0))q(x0) +O
(
h2
)
. (B.17)

(d) Converting cell-averages is thus second order accurate:

q̂prim Eq. (B.2)
= qprim(x0) +O

(
h2
)

= T prim
cons (qcons(x0)) qcons(x0) +O

(
h2
)

(c)
= T prim

cons (q̂cons) q̂cons +O
(
h2
)

(B.18)

and vice-versa
q̂cons = T cons

prim

(
q̂prim

)
q̂prim +O

(
h2
)

(B.19)

(e) Let α, β > 0 and let

Tα,βq
prim = Tα,β(ρ, u, v, p)T :=

(
ρ

α
, u, v,

p

β

)T
=: qα,β (B.20)

define the linear operator Tα,β with inverse T−1
α,β (Existence is clear because of

det (Tα,β) = αβ > 0). Then the following can be shown by straightforward
computations

qᾱ,β̄ = qα,β +O
(
h2
)
, (B.21)

Tα,β
(
qprim +O

(
h2
))

= qα,β +O
(
h2
)
, (B.22)

Tᾱ,β̄
(
qprim +O

(
h2
))

= qα,β +O
(
h2
)
, (B.23)

where ᾱ, β̄ > 0 with ᾱ = α +O (h2) and β̄ = β +O (h2). The corresponding
relations hold for the inverse T−1

α,β.

(f) From (d) and (e) it follows that

Tᾱ,β̄
(
T prim

cons (qcons) +O
(
h2
)) (

qcons +O
(
h2
))

= Tα,βT
prim
cons (qcons) qcons +O

(
h2
)

(B.24)

(g) Now let α, β ∈ C2 (Ω,R+). Then it follows from Eq. (B.2) and (e) that(
Tα,βq̂

prim
)∧
≈ Tα̂,β̂q̂

prim ≈ Tα̂,β̂q
prim(x0)

≈ Tα(x0),β(x0)q̂
prim ≈ Tα(x0),β(x0)q

prim(x0) (B.25)

approximate each other with second order accuracy and correspondingly for
the inverse. Similarly, additionally applying (f) we get that(

Tα,βT
prim
cons (qcons)qcons

)∧
≈
(
Tα,βT

prim
cons (qcons)

)∧
q̂cons

≈
(
Tα,βT

prim
cons (qcons)

)∧
qcons(x0) ≈ Tα̂,β̂

(
T prim

cons (qcons)qcons
)∧

≈ Tα̂,β̂T
prim
cons (q̂cons)q̂cons ≈ Tα(x0),β(x0)T

prim
cons (q̂cons)q̂cons

≈ Tα̂,β̂T
prim
cons (qcons(x0))q̂cons ≈ Tα̂,β̂T

prim
cons (q̂cons)qcons(x0)

≈ Tα(x0),β(x0)T
prim
cons (qcons(x0))q̂cons ≈ Tα̂,β̂T

prim
cons (qcons(x0))qcons(x0)

≈ Tα(x0),β(x0)T
prim
cons (q̂cons)qcons(x0) ≈ Tα(x0),β(x0)T

prim
cons (qcons(x0))qcons(x0)

(B.26)
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approximate each other with second order accuracy. The corresponding rela-
tions hold for the back-transformation T cons

primT
−1
α,β.

All of the assertions (a)-(g) obviously also hold in the one-dimensional case, in which
there is only on velocity and momentum component in the state vectors.
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