A SECOND ORDER WELL-BALANCED FINITE VOLUME SCHEME FOR
EULER EQUATIONS WITH GRAVITY
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Abstract. We present a novel well-balanced second order Godunov-type finite volume scheme for compress-
ible Euler equations with gravity. The well-balanced property is achieved by a specific combination of source
term discretization, hydrostatic reconstruction and numerical flux that exactly resolves stationary contacts. The
scheme is able to preserve isothermal and polytropic stationary solutions upto machine precision. It is applied
on several examples using the numerical flux of Roe to demonstrate its well-balanced property and the improved
resolution of small perturbations around the stationary solution.
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1. Introduction. Conservation laws with gravitational source terms occur in many PDE
models like shallow water equations and Euler equations. These equations possess non-trivial
stationary solutions which are refered to as hydrostatic solutions in the case of Euler equations.
Euler equations with gravity are useful models for atmospheric flows and stellar structure simula-
tions in astrophysical applications. The hydrostatic Euler equation takes the form of an ordinary
differential equation in which the pressure forces are balanced by the gravitational forces. This
precise balancing has to be achieved at the numerical level in order to preserve the stationary
solution. Since the gravitational source terms are non-conservative this precise balancing is not
easy to achieve in the numerical scheme. Conventional numerical schemes in which the source
term may be discretized in a consistent manner are not able to preserve such stationary solutions
especially on coarse meshes. This leads to erroneous numerical solutions especially when trying
to compute small perturbations around the stationary solution necessitating the need for very
fine meshes. However in practical 3-D computations it may not be possible to use very fine
meshes. The discretization errors in a non-well-balanced scheme can completely mask the small
perturbations. Moreover, even a very high order accurate scheme can lead to wrong prediction
of small perturbations if the scheme is not well-balanced [15]. A well-balanced scheme is de-
signed so that it maintains the precise balance of pressure and gravitational forces in case of the
hydrostatic solution. This enables such schemes to more accurately resolve small perturbations
around the stationary solution.

To solve the hydrostatic Euler equations exactly, we have to make additional assumptions, for
example, constant temperature or constant entropy or a more general polytropic relation. Most
of the existing schemes are constructed to preserve one class of hydrostatic solutions, either
isothermal or polytropic. The path integral approach is used to construct a wave propagation
algorithm which is well-balanced for isentropic solutions in [8] and isothermal solutions in [9]. A
well-balanced WENO finite volume scheme which preserves isothermal hydrostatic solutions is
presented in [15] by rewriting the gravitational source terms in an equivalent form that precise
balancing. In [6] a second order well-balanced scheme is presented using hydrostatic reconstruc-
tion and under the assumption of an isentropic flow, which for an ideal gas obeys the relation
p = Kp". However an isentropic hydrostatic atmosphere is only neutrally stable [7]. A scheme
for ideal, compressible, MHD equations which is well-balanced for non-isothermal hydrostatic so-
lutions under ideal gas model is given in [3] for the case of constant gravitational acceleration. A
gas-kinetic scheme which is well-balanced for isothermal stationary solutions is presented in [10].
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2 Well-balanced scheme for Euler equations with gravity

Using the source term formulation of [15], a non-staggered central scheme which is well-balanced
for isothermal stationary solutions is developed in [14]. Well-balanced schemes that satisfy an
approximation to the hydrostatic equations have been developed using the approach of relaxation
schemes [2, 1], in which an approximation to the hydrostatic solution is built into the solution
of the approximate Riemann solver.

In this paper, we propose a novel second order accurate well-balanced scheme for Euler equa-
tions with gravity under the ideal gas assumption. The basic approach we take is a Godunov-type
finite volume scheme with reconstruction to achieve higher order accuracy. The same scheme
is automatically well-balanced for both isothermal and polytropic hydrostatic solutions, i.e., it
exactly (upto machine precision) preserves the exact hydrostatic solution and this property is
independent of the type of gravitational potential. The proposed scheme involves a special dis-
cretization of the source terms which is similar to [15] and a reconstruction scheme that uses
scaled variables, combined with a numerical flux which preserves stationary contact waves. The
scaled variables are chosen so that the pressure is constant in case of the hydrostatic solution,
which is crucial to achieving well-balanced property. The scheme only requires the gravitational
potential to be known at the cell centers where the other variables are also located. These prop-
erties make it attractive to implement the proposed scheme in production codes which also rely
on second order reconstruction schemes and contact-preserving numerical flux functions, which
can be done with small modifications to the reconstruction process and source term discretiza-
tion. In more recent work, the current scheme has also been extended to the case of curvilinear
meshes which are useful in some applications, like simulation of stellar interiors. We have also
extended the current scheme to general equation of state where we can preserve an approximate
hydrostatic solution upto machine precision.

The rest of the paper is organized as follows. Section (2) introduces the 1-D Euler equations
and its hydrostatic solutions. Section (3) describes the newly proposed well-balanced scheme
in 1-D where we also show that the modified source term discretization we use is second order
accurate. Section (4) presents some 1-D numerical results to demonstrate its well-balanced
property. Section (5) extends the 1-D scheme to the case of 2-D Cartesian meshes. Section (7)
presents some 2-D results and we finally end the paper with some conclusions.

2. 1-D Euler equations with gravity. Consider the system of compressible Euler equa-
tions in one dimension which models conservation of mass, momentum and energy and are given

by

dp 0 B
a‘i‘a*(fm)—
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at P ==

Here p is the density, u is the velocity, p is the pressure, E is the energy per unit volume excluding
the gravitational energy and ¢ is the gravitational potential. The pressure is given by

1 c
=(y—1) |E—Zpu®|, =2>1
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where ~ is the ratio of specific heats at constant pressure and volume, which is taken to be
constant. We can write the above set of coupled equations in a compact notation as

0
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where q is the set of conserved variables and f is the corresponding flux vector. In the case
of self gravitating system, the gravitational potential ¢ is governed by a Poisson-type equation
whose details are not relevant for the present discussion. We will consider the case of static
gravitational potential which is assumed to be given as a function of the spatial coordinates.

2.1. Hydrostatic states. Consider the hydrostatic stationary solution, i.e., for which the
velocity is zero

U =0

In this case, the mass and energy conservation equations are automatically satisfied. The mo-
mentum equation becomes an ordinary differential equation given by
dpe d¢

2.2 = —p,
(2.2) dx pdx

Assuming ideal gas and some temperature profile T¢(x)
Pe() = pe(z)RT, ()

where R is the gas constant, we can integrate the stationary momentum equation (2.2) to obtain

pe(x) = po exp (

In the above equation, pg is the pressure at some reference position zy. If the hydrostatic state
is isothermal, i.e., T.(x) = T, = const, then

(2.3) pe() exp (g?) = const

If the hydrostatic solution is polytropic then we have following relations
v 1

(2.4) Pep. ” = const, peT. “~F = const, peTe “~1 = const

where v > 1 is some constant. Using these polytropic relations in the hydrostatic equation (2.2)
and performing an integration, we obtain

vRT,
v—1

(2.5) + ¢ = const

REMARK 1. In [6], the authors use the isentropic assumption to show that h + ¢ = const
for the hydrostatic solution, where h is the enthalpy. In case of ideal gas, this is identical to
equation (2.5) if we take v = ~. However equation (2.5) is more general and includes the
polytropic cases for which v # 7.

3. 1-D Finite volume scheme. In order to construct a well-balanced scheme we will
first rewrite the gravitational source terms in a specific form by exploiting the structure of the
equilibrium solution. To do this, first define*

_ [T ()

*These quantities are in general time dependent, but to simplify notation we do not explicitly specify the
dependance on time.
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where z( is some arbitrary location. Then

w_ 9 ") I 0 _ o)
= R w5 W) = —er) )

so that

@) ~p() 32 = plw) e~ p(@)) 5 - exD(Y()

This is a mathematical identity if ¢'(x), T'(z) are continuous and it does not depend on the
existence of hydrostatic equilibrium. Note that 1(x) is a continuous function even if ¢'(z) and
T(z) are discontinuous. Thus the regularity of the right hand side in (3.1) is no worse than that
of the left hand side since ¢ is only continuous in general. We use this transformation to write
the gravity source terms in the Euler equations as follows

0
6:2) S+ o | -0 5 p(6(2)
pU

Let us divide the domain into N finite volumes each of size Az. The i’th cell is given by the
interval (z;_1,%;,1). Consider the semi-discrete finite volume scheme for the 7’th cell

h 1 Y, 1 0

dgi  fier — iy wd 4
(33) q T t3 2 e_"/)t <e 2 € 2) Di
biug

where ;, ¥, 1 ete. are consistent approximations to the function (z) and the consistent nu-

merical flux fl 1= f (qZ.L+ 1 qﬁ 1 ) is assumed to satisfy the following property.

Contact Property The numerical flux f 18 said to satisfy contact property if for any two states
qt = [p",0,p/(y — 1)] and g = [pT,0,p/(y — 1)] we have

f(quqR) = [0,]7, O]T

The states g~, g¥ in the above definition correspond to a stationary contact discontinuity. The
above property is equivalent to the ability of a numerical flux to exactly support a stationary
contact discontinuity. Some examples of numerical fluxes which satisfy this property are the Roe
flux [11] and the HLLC flux [13].

To obtain the states q{“ 1o qﬁ_; at the cell boundary which are required to calculate the flux
2 2

I 41, we will reconstruct the following set of variables

w= [pe?, u, po]"

Once wiL+; etc. are computed, the primitive variables are obtained as
2
ok | = wi+%(w )L, uE = (we) Pl = wiJr%(w )L, ete
i+1 1 i+do i+ 2 i+do i+ 3 i+d .

More details on the reconstruction step are given in section (3.3).



Chandrashekar & Klingenberg 5

3.1. Well-balanced property. We now state the basic result on the well-balanced prop-
erty. The case of isothermal and polytropic stationary solutions are identified after the source
term discretization is explained since this requires a specific form of discretization.

THEOREM 3.1. The finite volume scheme (3.3) together with a numerical fluz which satisfies
contact property and reconstruction of w variables is well-balanced in the sense that the initial
condition given by

(3.4) u; = 0, p; exp(—1);) = const, V1

1s preserved by the numerical scheme.
Proof: Let us start the computations with an initial condition that satisfies (3.4). Since we
reconstruct the variables w, at any interface ¢ + % we have

L _ . R _ L _ R _ ) —-
ui+% - ui+% =0, pi+% - pz‘+% =Di eXP(wwé - wl) - p7,+%
and at ¢ — %
_ _ L _ R _ . b)) —
Ui_% = ’U,i_% =0, pi—% = pi—% =Di eXp(d}z;% wl) = Pi-1

Since the numerical flux satisfies contact property, we have

£ T T
f'fé = [ 7p7;7%70] ’ frH»% = [Oapi+%70]

The flux in mass and energy equations are zero and the gravitational source term in the energy
equation is also zero. Hence the mass and energy equations are already well balanced, i.e.,

dg’ _ - dg?
a dt

It remains to check the momentum equation. On the left we have

£(2) F(2)
'fi-&-% o fi—% _ Piyl —Pi-1

Ax Az
while on the right
—ap; ord eVl pie 3 — pie -3 Pitri —Pi{
e K = =
P Az Az Az
and hence
2
dg” —0
dt

This proves that the initial condition is preserved under any time integration scheme.

REMARK 2. It is possible to reconstruct density and still retain the result of the previous the-
orem. In the isothermal case, the quantity pe™? is constant and we can expect the reconstruction
of density to be more accurate if we scale the density as in the w variables.

REMARK 3. For a general temperature profile, the quantities v; have to be approximated by
quadrature, so that the initial condition in (3.4) is only an approximation to the exact stationary
solution. However, by using a special quadrature rule which we explain in next section, we show
in Theorem (3) that isothermal and polytropic stationary solutions satisfy equation (3.4) and
hence are preserved by the finite volume scheme. A numerical example of a general stationary
solution is given in section (4.4).



6 Well-balanced scheme for Euler equations with gravity

3.2. Approximation of source term. Up to this point we have not specified how to
approximate ¢ (z). The well-balanced property of the scheme as stated in Theorem 1 is in-
dependent of the particular appoximation scheme used to compute . In order to preserve
isothermal/polytropic solutions exactly, the quadrature rule has to be exact for these cases. To
compute the source term in the i’th cell, we define the function ¢ (z) as follows

" y(s)
). mr(s®

P(x) =

where we chose the reference position as z;. The final scheme will be independent of the choice
of this reference position because all the formulae involve only differences in the potential. To
approximate the integrals we define the piecewise constant temperature as follows

(3.5) T(x) =Tiy1, T < T < Tig
where TZ 41 is the logarithmic average given by

P Tip1 —T;

2 log Ty — log T;

The integrals are evaluated using the approximation of the temperature given in (3.5) leading to
the following expressions for v,

P; =0
1 1:1.7% ’ ¢l_¢zfl
1= —— s)ds = - 2
Yed = [ e =
1 Tipl Gi — Qa1
Gy = [ o= 2
2 RTH% z RTH%

The gravitational potential has to be approximated at the cell faces. Since ¢ is obtained from
the solution of a Poisson equation it is atleast continuous. Hence we can interpolate the potential
from the cell centers to the cell face in a continuous manner. For example the choice

Gip1 = %(@‘ + ¢it1)

is sufficient to obtain second order accuracy as we show below. Then

¢i — Pi—1 ¢i — Pit1
3.6 il = =, 1‘20, i+l = =
(3:6) Vicy 2RT, . v Vi 2RT, |,

Note that the above expressions are specific to the i’th cell. Similar expressions must be used
for the other cells.

REMARK 4. The logarithmic average has been used in [5] which also gives a stable method
to compute it. We use this stable method to compute the logarithmic average in our numerical
implementation.

THEOREM 3.2. The source term discretization given by (3.6) is second order accurate.

Proof. The source term in (3.3) has the factor

Gi—Pit1 | _ Pi—¢i—1
exXp (213512+1 ) exp (QRTil )
— T2 2

Az n Az

P Y,

[N

il
_yp € TT—e
o—Vi

using (3.6)
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Using a Taylor expansion around xz; we get
1 1 1 1

(3.7) 7, 13[ (Az7)] 7 TJ (Az7)]
2 2
Performing a Taylor expansion of the potential around x; we obtain
Si—dit1 Pi—Pi—1
2RT. 1 2RT. 1
e it3 _ @ i-3
_ eﬁ(w;mw;’m%omxs)) _ eﬁ(+¢;Aa:f¢;'Aw2+O(Az3))
1 1
= |1 —¢'Ax — ¢ Ax?) + ——— (¢} Ax)? + O(Ax?
L+ g7 (00 — AP + g (A0 + O(A)
— |1+ L(qu — ¢l Az?) + ¥(¢{A$>2 + O(Az?)
2RT; " ¢ 2(2RT;)2 ™
1 /
=— A Az
70 (@) A +0(Ac")

Hence the source term discretization is second order accurate.

REMARK 5. The property (3.7) is surprising since we would have only expected first order
accuracy. We obtain extra degree of accuracy due to the logarithmic average. If the temperature
is discontinuous near some grid point i, then (3.7) is not valid and instead we obtain

Pi—Pit1 Pi—Pi—1

2RT. | 1 2RT.
it e i—1

_biz i bz i O(Az?)
2RT,,, 2RI,

1 1
- _ 4+ Az 4+ O(Az?)
2RT, 1  2RT, .

Nl

1
2

Hence the source term discretization has following consistency

‘ 1
P\ oRT,

This is not strictly consistent with the exact source term fpi%. In order to study the effect of
this, we present 1-D test cases with discontinuous solutions in section (4.6) and (4.7) which are
compared with a standard scheme. These results do not show any anamoly in the solutions due
to this issue.

THEOREM 3.3. Any hydrostatic solution which is isothermal or polytropic is exactly preserved
by the finite volume scheme (3.3).

Proof: Assume that the initial condition is taken to be a hydrostatic solution. We have to
verify that the initial condition satisfies equation (3.4). If the initial condition is isothermal, then
TH% = T, = const, and using (2.3) we obtain

+ —= L+ O(Az
MM)aﬁ (A2)

1
2

piyre” Vi = Dkl iy - Pl (¢z’+1 - ¢i> _ Pit16xp(¢it1/RTe) 1
pie~ Vi Di Di RT, piexp(¢i/RTe)

If the initial condition is polytropic, then

pip1e Vit = Pl i _ Pt ¢i+1A — i
pie”¥i Pi Di RT;,

1
2
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But from (2.4), (2.5) we have

i1 — b (T — T) T, \ 7
RT T TR T-Ti T log | 7
i+l Tog(Tiy1) —log(T}) i+l
and hence
piyre Vi pi+1Tijr'/1/(V_1) —1
pie~¥i p TV D) -

Hence in both cases, the initial condition is preserved by the finite volume scheme.

3.3. Summary of the scheme. Using the approximations given by (3.6), the semi-discrete
finite volume scheme can be written as
dg; i 1 e
+ 2 2 _ .
dt Az Az Pi
piug

fi+ _ f'ii ﬁi+% (pi=dbit1) eﬁ"'_% (pi—di-1) 0

where we have introduced the quantity
- 1

B- 1 = ——=

P 9RT

As an example of reconstruction, we discuss the minmod-type scheme for the interface 7 + %
The left and right reconstructed values of the w variables from cells ¢ and ¢ + 1 respectively are
given by

1
szJr% = w; + 5/\/1(9(’11]1 — wi_l), ('11)1'_;,_1 — wi_l)/2,6(wi+1 — wz))

1
Wiy = Wi - MO(wir1 — wi), (Witz — wit1)/2,0(Wir2 — wit1))
where 6 € [1,2] and M(-,,-) is the minmod limiter function which is defined as follows

smin(|al, ||, |c]) if s = sign(a) = sign(b) = sign(c)
0 otherwise

M(a,b,c) :{

The variables w are defined using the potential relative to z; 41 Thus the function 1 is defined

by
Y A
Y(x) = /zi+1 RT(s)dS

Using the temperature distribution (3.5) and evaluating 1) at the grid points yields
¢i — di1 n Piys — Pi o5

Vi1 = W, R 26,3 (di — dim1) + Bip 1 (dir1 — 1)
i = W = Bip3(dir1 — &)
Vi1 = —‘Z’*;Tj’* S
Yiro = _fim - Oy _ Gusz — b1 _ —Bi1(Bir1 — 1) = 28113 (Giva — dir1)

RTi+% RT@'+%
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Potential 1

Potential 2

Potential 3

¢(x)

X

T2
3T

sin(2mx)

TABLE 1

Potential functions used for well-balanced tests

Potential | Cells Density Velocity Pressure
x 100 8.21676e-15 | 4.98682¢-16 | 9.19209e-15

1000 | 8.00369e-14 | 1.51719e-14 | 9.15152e-14

%x2 100 1.01874e-14 | 2.49332e-16 | 1.06837e-14

1000 | 1.05202e-13 | 4.10434e-16 | 1.11861e-13

sin(27rz) | 100 1.12466e-14 | 5.79978e-16 | 1.74966e-14
1000 | 1.16191e-13 | 2.93729e-15 | 1.76361e-13

TABLE 2

Error in density, velocity and pressure for isothermal examples of section (4.1) using potentials from Table (1)

In terms of the above 1;’s, the variables w are defined as follows
w; = [pje, uj, pjefwj]T, j=i—1,4,i4+1,i+2

Once w’ wﬁ_ , are computed we obtain the primitive variables by doing an inverse transfor-

it3’ 3
mation. Since 1, 1= 0 we have the following simple relationship

T

.
L L L R
w = [Pi+%7 CAEE pi+%} and wl | = [pH%

R R
i+3 ui+%7 piJF%

L
it3
For the first and last cells, we extrapolate the potential from inside the domain to the faces
located on the domain boundary
3
¢% = 5
4. 1-D numerical results. In all the examples in this section, the domain is the interval
[0,1], the initial condition has zero velocity and the ratio of specific heats is v = 1.4. The
boundaries are treated as solid walls and time integration is performed using the 3-stage strong
stability preserving Runge-Kutta scheme [12]. All the errors reported are measured in L' norm
and computations are performed in double precision.

1 3 1
o1 — §¢27 ¢N+% = §¢N - §¢N71

4.1. Isothermal examples: well-balanced test. For isothermal equilibrium solutions,
we study the well-balanced property for three different potential functions as shown in table (1).
The density and pressure are given by

pe() = pe(w) = exp(—9¢(x))

The initial condition is taken to be the above hydrostatic solution. The tests are performed
on grids with 100 and 1000 cells upto a final time of ¢ = 2.0 and the error in density, velocity
and pressure are reported in tables (2). We see that the error in the solution is of the order of
machine precision. The solutions residuals are also of the order of machine precision.

4.2. Isentropic examples: well-balanced test. In this section we consider isentropic
hydrostatic solutions of the form

1

v—1 =1
Te({E) =1- T¢($)7 Pe = Te 1a Pe = PZ
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Error in density, velocity and pressure for isentropic examples of section (4.2) using potentials from Table (1)

Potential | Cells Density Velocity Pressure
x 100 6.86395e-15 | 2.65535e-16 | 7.88869e-15

1000 | 7.03820e-14 | 7.79350e-16 | 8.03623e-14

%xQ 100 1.06604e-14 | 2.27512e-16 | 1.04128e-14

1000 | 1.10726e-13 | 1.15415e-15 | 1.09185e-13

sin(27z) | 100 1.27570e-14 | 5.18212e-16 | 1.65185e-14
1000 | 1.29020e-13 | 1.12837e-15 | 1.66566e-13

TABLE 3

Potential | Cells Density Velocity Pressure
x 100 6.86395e-15 | 2.65535e-16 | 7.88869e-15

1000 | 7.03820e-14 | 7.79350e-16 | 8.03623¢-14

%x2 100 1.06604e-14 | 2.27512e-16 | 1.04128e-14

1000 | 1.10726e-13 | 1.15415e-15 | 1.09185e-13

sin(27x) | 100 1.27570e-14 | 5.18212¢-16 | 1.65185e-14
1000 | 1.29020e-13 | 1.12837e-15 | 1.66566e-13

TABLE 4

Error in density, velocity and pressure for polytropic examples of section (4.2) using potentials from Table (1)

We take the initial condition to be the above hydrostatic solution and apply the scheme on a
grid with 100 and 1000 cells upto a final time of ¢ = 2.0 and the error in density, velocity and
pressure are reported in tables (3). We see that the error in the solution is of the order of machine
precision. The solutions residuals are also of the order of machine precision.

4.3. Polytropic examples: well-balanced test. In this section we consider polytropic
hydrostatic solutions of the form

1
Te(r) =1~ o(x), pe =T,
with v different from ; we take v = 1.2 in the tests. We take the initial condition to be the
above hydrostatic solution and apply the scheme on a grid with 100 and 1000 cells upto a final
time of ¢ = 2.0 and the error in density, velocity and pressure are reported in tables (4). We see
that the error in the solution is of the order of machine precision. The solutions residuals are

also of the order of machine precision.

pe:pz

4.4. Non-isothermal example. The stationary solution is given by the following

1
= —x2

Pa) =527, pe(z) =exp(-z),  pe(z) = (1+2)exp(~2)

which corresponds to a non-uniform temperature profile given by T, (x) = 1+ z. This solution is
neither isothermal nor polytropic and the present scheme will not be able to preserve the exact

hydrostatic solution. Instead, we construct an approximation to the above hydrostatic solution
by numerically integrating the hydrostatic equations (2.2) as follows.

D1

p1 :pe(ﬂfl), = m

P1

Pi = Pi—1 GXP(—QBZ-,% (i — bi-1)), Pi b

=2,3,...,N
RTC(:L'Z)7 1 b )
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Cells p error p rate Velocity p error p rate
50 5.41510e-06 - 3.90665e-16 | 8.51248e-06

100 1.37964e-06 | 1.97 | 1.06754e-15 | 2.16486e-06 | 1.97

200 3.48173e-07 | 1.98 | 4.82755e-16 | 5.45846e-07 | 1.98

400 8.74530e-08 | 1.99 | 1.94554e-15 | 1.37043e-07 | 1.99

800 2.19146e-08 | 1.99 | 2.62298e-15 | 3.43336e-08 | 1.99

1600 | 5.48521e-09 | 1.99 | 6.56911e-15 | 8.59273e-09 | 1.99

TABLE 5

Convergence of error for hydrostatic solution of section (4.4).

The above solution satisfies equation (3.4) and hence is preserved by the numerical scheme. If we
apply the finite volume scheme to the above discrete solution, then the residuals are of the order
of machine precision and the initial condition is preserved. We compute the solution upto a time
of t = 2 and then measure the error in the numerical solution relative to the exact hydrostatic
solution on different grid sizes. The errors and convergence rates shown in table (5) indicate a
second order accuracy. The velocity is zero upto machine precision indicating that we have a
stationary solution.

4.5. Evolution of small perturbations. In this example we study the evolution of a
small perturbation added to the initial isothermal hydrostatic solution which is similar to the
test case in [9]. The initial condition is taken to be the following

u=0, p(z)=exp(—¢(z)), p(r)=exp(—¢(z))+eexp(~100(x —1/2)%)
where the amplitude ¢ in the pressure perturbation will be varied. Figure (1) shows the results
using our well-balanced scheme and a non-well-balanced scheme in which the source term is

discretized with central differences

09, Siv1 — i1
Ox (:) ~ 2Ax

and we reconstruct the primitive variables p, u, p. For a large perturbation of e = 1073, figure (1a)
shows that the non-well-balanced scheme also gives good solutions on 100 cells. But for a smaller
perturbation of e = 1075, figure (1b) shows that the non-well-balanced scheme performs poorly
on 100 cells. With 500 cells, the non-well-balanced scheme also shows similar results as the well-
balanced scheme, see figure (1¢). This clearly shows that improved accuracy is obtained with a
well-balanced scheme on coarser meshes which cannot be achieved with other non-well-balanced
schemes. In figure (1d) we compare the solutions from 100 and 500 cells of the well-balanced
schemes to shows that the solutions are very accurate even on the coarser mesh.

4.6. Shock tube under gravitational field. We consider the standard Sod test case
together with a gravitational field ¢(z) = z as in [15]. The domain is [0,1] and the initial
conditions are given by

N N

( ) (1,0,1) r <
y Uy =

PP (0.125,0,0.1) x>

together with solid wall boundary conditions. The solutions are obtained on 100 and 2000 cells

until a time of ¢ = 0.2 and are shown in figures (2). We see that the density increases near x = 0

due to the gravitational force which is directed to the left. The coarse mesh of 100 cells is already
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FIG. 1. Evolution of pressure perturbations: (a)e = 1073, 100 cells, (b) e = 1075, 100 cells, (c) e = 1077,
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able to resolve all the features in the solution and there are no spurious oscillations. This test
indicates that the modifications in reconstruction scheme and source term are not destroying the
non-oscillatory nature of the scheme.

4.7. Contact discontinuity under gravitational field. In this test case, we consider an
initial contact discontinuity under a gravitational field ¢(x) = x. The domain is [0, 1] and the
initial conditions are given by

(1,0,1) =z<

PP =3 10.0,1) 2>

(I NI

together with solid wall boundary conditions at both ends. We take v = 1.4 and the solution
is computed upto a time of ¢ = 0.6. In figure (3), we show the results obtained with our well-
balanced scheme and a standard finite volume scheme in which the source terms are added
in their standard form (see equation (2.1)) with reconstruction of primitive variables. The
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solutions are computed on meshes with 200 and 2000 cells and we observe that both schemes give
similar results. The large temperature jump does not cause any abnormalities in the solution
computed with the well-balanced scheme, even though the source term discretization is not
formally consistent in this case.

5. 2-D Euler equations with gravity. The 2-D Euler equations in Cartesian coordinates
is a system of four conservation laws for mass, momentum and energy, which can be written as

Here the conserved variables g, fluxes (f, g) and source terms s are given by

p pu pv 0
pU P+ pu? puv —P%
9= | T o |0 97 | pap? |0 °7 *Pa%

o )
B (E+pu (E + p)v —p(ud? +”£>



14 Well-balanced scheme for Euler equations with gravity

-
o

14, 0.0 1.4
--- Standard :
--- Standard
12 —  Well-balanced _ol --- Standard 12
: —  Well-balanced — Well-balanced
-0.2 1.0
e
2 2-03 % 0.8
c 5 [
o o =%
a %04 £06
[
-0.5| 0.4
~0.§ 0.2
8 —04 04
0 0.2 0.4 0.6 0.8 1.0 0 0.2 0.4 0.6 0.8 1.0 0 0.2 0.4 0.6 0.8
X X
(a) (b) (c
14
Standard 09 N
12 Well-bal d - Standard 12 - Standard
— Well-balance =0.1 —  Well-balanced — Well-balanced
10 1.0l
-0.2 o
£ 8 2-03 % 0.8
c v [
o o° aQ
a 6 2 0.4 é 0.6
[
4 ~0.5| 0.4
2 -0.6 0.2
8 —04 04
.0 0.2 0.4 0.6 0.8 1.0 .0 0.2 0.4 0.6 0.8 1.0 .0 0.2 0.4 0.6 0.8
X X X
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In the above equations p is the density, (u,v) are the Cartesian components of the velocity, p
is the pressure, F is the total energy per unit volume and ¢ is the gravitational potential. In
general we consider the potential ¢ to be a function of both spatial coordinates.

5.1. Hydrostatic solution. The hydrostatic equilibrium is characterized by the following
set of equations

Ope ¢ Ope 09
Ue = Ve = 0, = — —

oz Peag’

oy “Pe dy

These equations can be integrated along y = const and = = const lines respectively to obtain

pe(z,y) = a(y) exp (— ’ Mds) ; Pe(z,y) = b(z) exp (— ’ Mds>

As in the 1-D case, we will exploit the structure of these solutions to construct the well-balanced
scheme.

6. 2-d finite volume scheme on Cartesian meshes. Define

* 02(s,y) Y (by(xvs)
Y(x,y) = — — 7 ds, x(z,y) = — VA0 (s
2o BT(5,y) v BT(2,5)
Then the gravitational force can be written as
_y O _, 0
(61) _p¢1 = pe ¢£ew7 _p¢y = pe X@GX

Consider a partition of the computational domain into rectangular cells defined by (z;_ LTl ) %
(yjf%,yj#%) with @ 1 — 2,1 = Az and y; 1 —y;_1 = Ay. The cells are indexed by the tuple



Chandrashekar & Klingenberg 15

(i,7). As in the 1-D case, we approximate the source terms in the form given by equation (6.1)
by using a finite difference scheme leading to the following semi-discrete finite volume scheme
for the cell (i,7)

(6.2) Qi :ftqz,y tFipyg — Fir gt iy~ Gy = S
The gravitational source term is discretized as
8l =0
SJ) = pij e~ Vi {ewwé,j _ e’/’z‘—%,a}
3% = pi,je X {exi'”% —exi’-f‘%]

i,J
A( ) A( ) (3)

1, = U458 1,7 +/U21] 7

Following the steps in the 1-D case, we can write the source terms as

4?%kaﬂwmj@ﬂ£1]ml7@ﬂ
é(i) _pld |: 511j+%(¢i‘j+1_¢i,j) e 1J71(¢1] 1— ¢L ]):|

To obtain the values at the face qZ.L+ 1 qﬁ 1, We reconstruct the following set of variables
2 2

w = [pe™ ¥, u,v,pe”¥|"

and to obtain q 4l q" we reconstruct the following set of variables

i,j+3’

w = [pe™X, u,v,pe X"
The detailed equations are similar to the 1-D equations given in section (3.3) but applied di-
mension by dimension. We next state without proof, the theorems related to well-balanced
property and preservation of isothermal and polytropic solutions. The proofs are similar to the
1-D case and hence we do not repeat them. The pressure forces along each coordinate direction
are balanced by the gravitational force in the same direction, just as in the 1-D case.
THEOREM 6.1. The finite volume scheme (6.2) together with a numerical fluz which satisfies
contact property and reconstruction of w variables is well-balanced in the sense that the initial
condition given by

(6.3) Ui j = vi; =0, pijexp(—vi ;) = aj, Pij exp(—xij) = bi, Vi, j

is preserved by the numerical scheme.

THEOREM 6.2. Any hydrostatic solution which is isothermal or polytropic is exactly preserved
by the finite volume scheme (6.2).

7. 2-D numerical results. In all the test cases, we consider an ideal gas with v = 1.4. The
time integration is performed by the 3-stage strong stability preserving Runge-Kutta scheme [12].
All computations are performed in double precision.
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Grid p U v P
50 x 50 | 0.19050E-14 | 0.14660E-15 | 0.14439E-15 | 0.20428E-14
200 x 200 | 0.75677E-14 | 0.12908E-14 | 0.12853E-14 | 0.83936E-14

TABLE 6
Error in density, velocity and pressure for isothermal hydrostatic example of section (7.1).

Grid P U v D
50 x 50 | 0.20449E-14 | 0.41148E-15 | 0.39802E-15 | 0.24637E-14

200 x 200 | 0.83747E-14 | 0.18037E-14 | 0.17986E-14 | 0.10107E-13
TABLE 7
Error in density, velocity and pressure for polytropic hydrostatic example of section (7.2).

7.1. Isothermal hydrostatic solution. Consider the isothermal hydrostatic solution in
the unit square corresponding to the potential ¢(z,y) = = + y given by

pe(x,y) = poexp(—pog(x +y)/po), Pe(z,y) = poexp(—pog(x +¥)/po)

Following [15], we take the parameters to be pg = 1.21, pg = 1 and g = 1. We first perform a
test of well-balanced property by starting the computations with hydrostatic solution as initial
condition and solve upto a time of ¢t = 1. The error in the solution with respect to the hydrostatic
solution is shown in table (6) for two different grid sizes. We note that these errors are of the
order of machine precision which shows the well-balanced property of the scheme.

To study the accuracy of the scheme, we add an initial perturbation to the pressure and take
the following initial condition

p(x,y,0) = po exp(—pog(x + y)/po) + nexp(—100pog((z — 0.3)> + (y — 0.3))/po)

with the other quantities being same as in the above hydrostatic case. This initial condition is
evolved upto a time of ¢t = 0.15 with transmissive boundary conditions on a mesh of 50 x 50
cells using the present well-balanced scheme and a non-well-balanced scheme in which the source
terms are discretized with central differences. In figure (4) we show the results for the case of
large perturbation with = 0.1. The non-well-balanced scheme generates some distortion near
the origin which is not seen in the well-balanced results. In figure (5) we show the results for the
smaller perturbation of = 0.001. The well-balanced scheme is still able to resolve the pressure
pulse while there are very large changes observed in the case of the non-well-balanced scheme and
the initial pressure pulse is completely destroyed. This test clearly demonstrates the improved
accuracy obtained with the well-balanced scheme in resolving small perturbations around the
hydrostatic solution.

7.2. Polytropic hydrostatic solution. Consider the polytropic hydrostatic solution in
the unit square corresponding to the potential ¢(z,y) = = + y given by

v —

1 v 1
(Z)Zif-i-y, Te =1- ($+y), DPe :Teyilv Pe :T5V71

We perform well-balanced test for above solution taking v = 1.2 and grid sizes of 50 x 50 and
200 x 200. The error in solution at time ¢ = 1 is reported in table (7) which shows that the
solution is preserved upto machine precision.

Next, we consider a perturbation of the initial pressure from the above polytropic solution
given by

p(2,y,0) = pe(x, y) + nexp(—100pog((z — 0.3)> + (y — 0.3)%)/po)
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Fic. 4. Evolution of pressure perturbation in test case of section (7.1) with n = 0.1. 20 equally spaced
contours between -0.03 and +0.08 are shown. (a) Well-balanced scheme (b) non-well-balanced scheme

where the parameters in the perturbation are same as in the previous section. This initial
condition is evolved upto a time of ¢ = 0.15 with transmissive boundary conditions on a mesh of
50 x 50 cells using the present well-balanced scheme and a non-well-balanced scheme in which
the source terms are discretized with central differences. In figure (6) we show the results for
the case of large perturbation with n = 0.1. The non-well-balanced scheme generates some
distortion near the origin which is not seen in the well-balanced results. In figure (7) we show
the results for the smaller perturbation of n = 0.001. The well-balanced scheme is still able to
show the pressure pulse while there are very large changes observed in the case of the non-well-
balanced scheme and the initial pressure pulse is completely destroyed. This test again clearly
demonstrates the improved accuracy obtained with the well-balanced scheme in resolving small
perturbation around the hydrostatic solution.

7.3. Rayleigh-Taylor instability. In this example, we put a perturbation in density over
an isothermal radial solution with potential ¢ = r. The initial pressure and density are given by

e " r<ry e " r<r;
p= _r (1-a) ) p= _r (1-a)
e"atroTa  r >y lematros— r>ny

where r; = 79(1 + ncos(kf)) and o = exp(—ro)/(exp(—r0) + A,). Hence the density jumps
by an amount A, > 0 at the interface defined by r = r; whereas the pressure is continuous.
Following [9], we take A, = 0.1, n = 0.02, k& = 20 and use a mesh of 240 x 240 cells on the
domain [—1,+1] x [-1,+1]. In the regions r < ro(1 —n) and r > ro(1+n) the initial condition is
in stable equilibrium but due to the discontinuous density, a Rayleigh-Taylor instability develops
at the interface defined by r = r;. Plots of density at different times are shown in figure (8).
We see that the instability is concentrated only around the discontinuous interface which is a
consequence of the well-balanced property. If we use a non-well-balanced scheme, then large
disturbances develop away from the density interface leading to completely erroneous solution.
We do not obtain a radially symmetric solution because our initial condition is not symmetric due
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Fi1G. 5. Ewvolution of pressure perturbation in test case of section (7.1) with n = 0.001. (a) Well-balanced
scheme, 20 equally spaced contours between -0.00026 and +0.00026 are shown. (b) non-well-balanced scheme,
20 equally spaced contours between -0.02 and +0.00026 are shown.

to the use of Cartesian meshes. This test case again shows the advantage of using a well-balanced
scheme for flows close to the stationary solution.

8. Summary and conclusions. We construct a novel well-balanced second order finite
volume scheme for Fuler equations with gravity under the ideal gas assumption. We achieve
well-balanced property for isothermal and polytropic hydrostatic solutions with a single scheme.
The scheme requires the knowledge of the gravitational potential at the grid points only. The nu-
merical results in one and two dimensions demonstrate the well-balanced property of the scheme
and the resulting improved accuracy in resolving small perturbations around the hydrostatic
solution. The proposed scheme is a simple modification of the reconstruction step in finite vol-
ume schemes and source term discretization which can be easily implemented in existing codes
with minimal work. In practical applications like star simulation, it may be necessary to use
curvilinear meshes and the present well-balanced scheme has been extended to this case which
will be presented elsewhere. Moreover in many astrophysical applications, the Mach number can
be very low, necessitating the use of a low-Mach preconditioned scheme [4], e.g., based on the
classical Roe scheme. The well-balanced property of the proposed scheme is valid in such cases
also. Finally, it is possible to extend the current approach to the case of general equation of state
or even tabulated EOS.
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(a)

F1c. 6. Evolution of pressure perturbation in test case of section (7.2) with n = 0.1. 20 equally spaced
contours between -0.03 and +0.03 are shown. (a) Well-balanced scheme, (b) non-well-balanced scheme
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(a)

F1G. 7. Ewvolution of pressure perturbation in test case of section (7.2) with n = 0.001. (a) Well-balanced
scheme, 20 equally spaced contours between -0.00025 and +0.00025 are shown. (b) non-well-balanced scheme,

20 equally spaced contours between -0.015 and +0.0003 are shown.
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(©) (d)

Fic. 8. Rayleigh-Taylor instability in radial gravitational field obtained with well-balanced scheme. Plots of
density at times (a) t =0, (b) t =2.9 (¢)t=3.8 (d) t =5.0. Darker colour indicates larger values.



