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Abstract

We consider the discretization of an optimal boundary control problem with distributed ob-
servation by the boundary concentrated finite element method. If the constraint is a H' ()
regular elliptic PDE with smooth differential operator and source term, we prove for the two
dimensional case that the discretization error in the Ly norm decreases like N~%, where N
is the number of unknowns. Our approach is suitable for solving a wide class of problems,
among them piecewise defined data and tracking functionals acting only on a subdomain of
). We present several numerical results.
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1 Introduction

We investigate a higher-order discretization technique in order to compute approximate solutions
to the following optimal control problem: Minimize the functional

K= (5 [ 0~ @) do 5 [ i as,) ®)

subject to the elliptic equation

=V - (D(x)Vy(z)) + c(z)y(z) = f(z) nQ,

y(x) =0 on I'p, (1.1)
Onpy(z) =u(z) on Ly,
and the box constraints
g () < u(z) < up(x) a.e. on . (1.2)

Here, the boundary control is denoted by wu, while the state is denoted by y. Under the assumptions
specified in chapter 2 this problem admits a unique solution u*.
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Let us comment on existing approximation results for Neumann boundary control problems for
elliptic PDEs. Depending on the discretization scheme, one can derive error estimates of the type

[u® = upllL,mp) < CR%, (1.3)

where h indicates the mesh size, and uj denotes the approximation of u*.

For a piecewise constant approximation u; of u* in the case of a convex domain, Casas, Mateos,
Troltzsch [9] proved this estimate with s = 1. A piecewise linear discretization yields (1.3) with
s = 3/2 — ¢, as proved by Casas, Mateos [8]. Hinze, Matthes [16] established s = 3/2 for the
variational discretization concept and also provide an L estimate with s = 2 and the additional
factor |log h| for smooth domains. We also mention Mateos, Rosch [22], who prove approximation
results with s € [1, 2], depending on the angles of a (possibly non-convex) domain . In the convex
case, the rate of s = 2 — 1/p is shown if the optimal state y is in Wg(Q) In the non-convex case
and D(x) = I, convergence rates s = 1/2 4+ 7/w are obtained, where w is the largest inner angle
of the domain. Apel, Pfefferer and Rosch [2] showed how the order s = 3/2 can be obtained for
non-convex domains by using sufficiently graded meshes. All these results were obtained for finite
elements with fixed polynomial degree p = 1 or p = 2 for the discretization of the elliptic equation.
If solutions of (1.1) are sufficiently smooth, then higher-order polynomials can be used to ap-
proximate these solutions efficiently. Depending on the smoothness of the approximated variable,
h-refinement (refining elements) or p (increasing local polynomial degree) is applied leading to
fast convergence. A detailed description of A and hp finite elements is given in the monographs
[12, 18, 23, 26].

Let us briefly report on available literature on p- and hp-approximation of optimal control problems.
Spectral methods on Q = (—1,1)¢ were investigated by Chen, Yi, Liu [11]. Adaptive hp-methods
were analyzed by Chen, Lin [10], and Gong, Liu, Yan [14]. In all these references distributed
control problems with integral control constraint fQ udx > 0 were considered. Here, the regularity
of the optimal control is not restricted by the constraint, whereas pointwise constraints of the type
(1.2) restrict the regularity to v € W, (€2) in the distributed control case.

A special case of the hp-finite element method (short: hp-FEM) is the boundary concentrated
finite element method (short: BC-FEM) which was introduced by Melenk and Khoromskij in
[19]. An application of this method to optimal control problems was investigated in our earlier
work [7], where only boundary observation of the state was allowed, i.e. the functional J(y,u) =
sy = vall, o + $llullf, 0, was considered. In the present article, we extend these results
to domain observation. This extension poses problems insofar, as the term y — y4 appears as a
source term in the adjoint equation. While the boundary data may be non-smooth in BC-FEM,
the source terms acting on €2 have to satisfy bounds on each derivative, which is proven to be true
for this setting. Moreover, we improve approximation results in the Lo(T')-norm, which enhances
former results in [7].

For BC-FEM, the number of unknowns N behaves like A~ (=1 where h denotes the mesh size on
the boundary and d the dimension of the space. The classical h-FEM typically has h~¢ unknowns.
This implies - for a H?(Q2) regular elliptic PDE and d = 2 - a reduction of the discretization error
in Ly(T'x) by N~! if BC-FEM is applied, whereas the application of the standard h-FEM only
leads to a reduction of the discretization error by N—3/4 (see also Remark 3.13). Apel, Pfefferer,
Rosch showed in [3] that for suitably graded meshes, one can obtain

" = ey < CH2|1n b2

even for non-convex domains. This puts graded h-FEM into more competitive position, additionally
because less regularity on the source terms (only Ly(2)) is needed. Their result is, however,
restricted to the case of the Laplacian where the exact structure of the singularities at the vertices
of  is known, while our results remain valid for general elliptic operators.



The paper is organized as follows: In chapter 2 we rigorously define the model problem and
necessary function spaces. We also make assumptions to guarantee H'%(Q) regularity with respect
to the PDE constraint. As we will discretize the problem with hp finite elements, we introduce
so-called countably normed spaces that capture the blowup of derivatives near the boundary 9.
Existence and uniqueness of a solution to the control problem follows by classical arguments.

In an appendix, we describe the construction of an interpolation operator for boundary concen-
trated meshes with hanging nodes. This extends previously known results [19]. It allows to use
meshes composed of quadrilaterals, and thus this construction has importance in its own right.
In chapter 3 we describe the discretization of the model problem by boundary concentrated finite
elements. We establish a sharp error estimate for the optimal state y* and its approximation y;, i.e.
ly* = Y5l Larpy < ChOFY/2 and derive estimates on the control. This is mainly achieved through
the regularity properties of the primal and adjoint equation and the approximation properties on
a boundary concentrated mesh. We also improve the approximation result in [7] from s = § to
s = § + 1/2. Finally, the problem setting for piecewise analytic data and subdomain observation
is investigated. In order to obtain the same approximation properties, it is necessary to guarantee
the same regularity in countably normed spaces. Adapting the weighting function for those spaces,
which basically means applying the BC-FEM locally on domains of analyticity and the observation
subdomain, yields the same error estimate as for the standard setting, namely s = ¢ in (1.3).

In chapter 4 we report on the order of convergence observed by solving test problems and compare
them to uniform mesh refinement.

2 Model problem and optimality conditions

2.1 Standing assumptions, notation, and function spaces

Let Q C R? be an open and bounded domain with polygonal boundary dQ = I'. The boundary I'
consists of two parts I'p and Iy with Tp Ul =T and I'p N T = 0.

On I'p Dirichlet boundary conditions are prescribed, whereas the control acts through Neumann
boundary conditions on I'y;. The open edges of the polygonal boundary I' are denoted by IV for
7 =1,...,J such that

J
=0, mnlV=0 Vi#j
j=1

Furthermore, it is assumed that the type of boundary condition does not change on one edge, that
means

VNTp #0 & VN = 0.

The space of square integrable functions v with finite norm

1/2
ol ace = ( / v<x>2dx)

is denoted by Ly(£2). The space H*(Q) is defined for fractional s > 0 with s =: |[s] + o =m+ o
as the Sobolev-Slobodeckij space of functions

{ve L) | D* € La(Q) V]a| < m}
with finite norm

|DYv(z) — D% (y)|?
[0l = 0) = / ID“vlzdw+// dz dy
(Q) O Z o Qalz_m |J;—y|2+20

la|<m




Using local coordinate systems and a finite number of open sets O; i = 1,..., m that cover I, the
norm H® on T is defined. For details we refer to [25]. It is well known that there is a bounded
trace operator

T:H*(Q) — HY2D), v olp

if s <1and s—1/2> 0 is not integer, see [1, 15, 28].
The constraint (1.1) is referred to as primal equation and is understood in the weak sense with
respect to the function space

Hi_(Q) :={ve H'(Q) : v|p, = 0}.

We denote by 0,,,, the co-normal derivative DV - n with respect to the matrix valued differential
operator D. The set of admissible controls U,y whose elements satisfy (1.2) reads

Usi :={u € Lo(Tp) s ug <u<u, ae only}

To ensure unique solvability and smoothness the following assumptions are made, which are used
throughout the paper.

Assumption 1. Let the the data D, c be analytic in Q0 and satisfy
[VPD||L_ o) + IVPel L) < Carip! Vp € Ny

for Cq,7a > 0. Furthermore, let D(x) be symmetric and positive definite in Q, i.e. there exists a
Do > 0 such that for all x € Q we have €T D(z)¢ > Dy|€|? for arbitrary € € R2. Let c(z) > 0 for
all z € Q and c(z) > ¢o > 0 if meas(T'p) = 0 In addition, it holds a > 0, ug, uy € HY?(Tp) with
Ug <up a.e. onTpr, and f,yq € La(Q).

Let us note that the analyticity assumption will be of importance in chapter 3. Existence and
uniqueness of solutions to (1.1) and (P) can be proven under much weaker conditions on the data.

Remark 2.1. Since analytic functions on 2 belong to the space Lo(SY) [26], the functional J in
(P) is well-defined.

2.2 Elliptic equation

Due to Assumption 1 above, the Lemma of Lax-Milgram [21, page 92] yields the classical existence
and uniqueness result for the weak solution to (1.1).

Theorem 2.2. For each f € Ly() and u € Lo(Tyr) there exists a uniquely determined solution
y € H%D(Q) of (1.1) satisfying

lylleo) < CUf o) + ullLa@an)
with some C > 0 independent of u and f.

In order to derive discretization error estimates, we need additional regularity of solutions to (1.1).
We summarize related requirements in the following standing assumption.

Assumption 2. There is a constant C > 0 such that for f € L2(Q) and v € La(T'xr) the solution
y to (1.1) is in H3/?(Q) and satisfies

Yl 3722y < CUIf o) + lullLoran)-

Additionally, there exists § € [1/2,1] such that for f € Lo(Q) and u € H'/*(T'xr) the solution y to
(1.1) is in H'TO(Q) and satisfies

[yl sy < CUFllLa) + Tl gz )



Let us comment on the fulfillment of Assumption 2 in the case of the Laplace operator (D(z) = I).
The regularity y € H3/2(Q) in the case of pure Neumann boundary conditions (I'p = (}) is due to
[17]. If © is convex, and if the opening angle w of corners, where the boundary condition changes,
satisfies w < Z, then the solution y to (1.1) belongs to H?(R), see [15]. Hence, Assumption 2 is
satisfied with 6 = 1.

If Q is a polygonal domain, it is well known, that solutions can be expanded in a regular part
belonging to H?() and singular functions with lower regularity. If no assumptions on the opening
angle w at each corner are made, the solution still is in H°/4(£2). Stipulating w < 7 at corners with
changing boundary conditions results in y € H%/2(Q), see [20]. Again, Assumption 2 is satisfied
with 6 = 1/2.

2.3 Regularity in countably normed spaces

Let r(x) := dist(z,T") denote the distance of z € € to the boundary. Let us introduce for 8 > 0
the weighted norm

||u||§1§(9) = ||U||%11(Q) + HTﬁV?UH%Z(Qy

The space H3(Q) is then defined as the closure of C>(€2) with respect to this weighted norm
||HH§ (). In addition, we introduce the countably normed space Bg(C, v) with C,v > 0, see [4, 5],
by

B3(C,v) = {v € HE(Q) | IVl 30y < C, I P VP 20] 1 0) < CoPpl Vp € N}

This space is suitable for capturing the regularity properties of an elliptic equation with analytical
data. The source terms in the elliptic equation are later assumed to be in the set

Bj(C,7) = {v € Lo(Q) | o]l a0 < C, 1777 VP0] pye) < CoPpl Vp € N}
We recall a result from [19]:

Theorem 2.3. Let Assumptions 1 and 2 hold. Let f € BY 5(Ct,v¢) be given with Cy, vy > 0. If
y € H'%(Q) is a solution of the differential equation

=V - (D(x)Vy) + c¢(z)y = f(z) in €,
then there exist constants C,~v > 0 that depend only on Q,Cq,C¢,va,vf and § such that
[P0V P 2y | L) < CPp! (Cf + |yl mrivs () Vp € Ny,

which implies y € BY_5 (C(Ct + |yl mri+s))s 7)-

Proof. By closely inspecting the technical proof of [19, Theorem A.1], which builds on [23], one
can see that the assumptions on f are sufficient for obtaining the theorem. O

2.4 Existence of solution and optimality conditions

Since the primal equation (1.1) is uniquely solvable for each u € U,q with affine-linear and continu-
ous mapping u — y, the problem (P) constitutes a convex optimization problem. Hence, existence
and uniqueness follow by classical arguments.

Theorem 2.4. The optimal control problem (P) admits a unique optimal control u* with associated
optimal state y*.

Proof. For the proof we refer to [27]. O



The solution (y*,u*) is uniquely characterized by the following first-order necessary and sufficient
optimality conditions (see [27]).

Theorem 2.5. The pair (y*,u*) € Hf_ () X Uaq is a solution to Problem (P) if and only if there
exists q* € HllD (Q) such that the state equation (1.1), the adjoint equation

=V (D(x)Vq*(z)) + c(z)q"(z) = y*(z) — ya(z) in Q,
¢ (z)=0 on I'p, (2.1)
Onpq (x)=0 on Ty,

and the variational inequality
(au™ 4+ q",u —u")p,rp) =0 Vu € Uyyg (2.2)
are satisfied. Here (-,-)r,(r,) denotes the inner product over the given space.

The variational inequality (2.2) is equivalent to

w*(z) = Py, (—;q*|pN(x)> a.e. on Ty (2.3)

where Py, denotes the Lo-projection onto the convex set Ugq, cf. [27].
The projection representation (2.3) implies that the optimal control inherits regularity from the
trace of the adjoint state. This allows to conclude higher regularity of the solution of (P).

Theorem 2.6. Let f,y; € Lo(Q2) be given. Let (y*,u*,q*) satisfy the necessary optimality condi-
tions of Theorem 2.5. Then (y*,u*,q*) € H'F9(Q) x HY/2(Ty) x H*o(Q).

Proof. The projection representation (2.3) implies the regularity u* € H'/?(T'r), which is proven
in [3, eq. (4.10)]. By assumption 2 we get the regularity y* € H'*%(Q) for the optimal state. As
the right-hand side of the adjoint problem (2.1) is in Lo(f2), we obtain ¢* € H'*%(Q) as well. O

3 Discretization

Since it is generally not possible to solve problem (P) analytically, it is discretized with finite
elements. For the state and adjoint variable the boundary concentrated finite element method is
used, which has been introduced by Khoromskij and Melenk [19]. The control is treated according
to the concept of variational discretization from Hinze [16]. The boundary concentrated finite
element method - an hp- finite element method - is described in the following.

3.1 Boundary concentrated finite elements

Let us consider an affine triangulation 7 of €2, i.e. each element K € 7 is the image of the reference
square/triangle K under an affine mapping F. Moreover, Q = | Ker K. The triangulation may
be irregular, i.e. we allow hanging nodes. These nodes have to lie in the middle of a coarse edge.
Such a discretization belongs to the category of 1-irregular meshes (see [6]). We also stipulate that
elements with hanging nodes have positive distance from the boundary 9. This simplifies the
construction of an interpolation operator.

Definition 3.1 (y-shape-regular). An affine triangulation T of Q where hx denotes the diameter
of the element K and the mapping Fi satisfies the inequality

_ —1
W | Ficll oo ) + Pl (Fi) ™ Nl ) < VKer

is called ~y-shape-regular. Here, Fj; denotes the Jacobian of Fi.



Figure 1: Boundary concentrated mesh with hanging nodes where only the elements on the bound-
ary have the lowest polynomial degree.

The boundary concentrated finite element method uses so-called geometric meshes (see Figure 3.1),
which are defined in the following.

Definition 3.2. (geometric mesh) Let 7 be a vy-shape-reqular triangulation as defined above and
h:=mingnrg{hrx} be a measure for the mesh-size at the boundary. T is called a geometric mesh,
if there exist constants c1,co > 0 such that for all K € T

1. if KNOQ #0, then h < hg < coh,
2. if KNOQ =0, then ¢ inf ek dist(x,I') < hg < casup, g dist(z, T).

Here, condition 1 implies that elements at the boundary are a quasiuniform mesh of size h.

The hp-FEM allows different polynomial degrees on elements K and edges e. The polynomial
degrees px € N on elements K € 7 are collected in the polynomial degree vector p := (px)xer-
The polynomial degree p. on the edges is defined by

Pe := min{pg e is an edge of element K}, (3.1)

i.e. the polynomial degree of the edge is given by the minimum of the polynomial degrees of the
neighboring elements. Furthermore one uses the vector

P(K) := (Pey» Pess Pess (Peys )PK) (3.2)

which contains the polynomial distribution for a triangle/square K € 7. The definition of a linear
degree vector, which rules the polynomial degree distribution for geometric meshes, shall be given
next.

Definition 3.3 (linear degree vector). Let 7 be a geometric mesh on  with boundary mesh
size h. A polynomial degree vector p = (px)ker s said to be a linear degree vector with slope
a > 0 if there exist constants c1, ca > 0 such that

h h
1—|—acllogTK Sngl—l—achogTK. (3.3)

For a typical polynomial degree distribution see Figure 3.1.
Now, we have everything at hand to define the Ap-FEM spaces:



Definition 3.4. Let 7; be a geometric mesh on  with boundary mesh size h; and let p be a linear
degree vector. Furthermore, for all edges e let p. be given by (3.1) and for all K € 7, let p(K) be
given by (3.2). Then we set

VP =VP(Q,7) :={u€ H(Q) | uo Fx € Pp)(K) VK €7},
VP, =VP N Hp(Q),
where

Py (K) = {u € Pp (K) : uls, € Ppe, i =1,2,3(,4)},

with é1, éa, é3 (,64) being the corresponding edges of the reference triangle/square K.
The following lemma gives a quantitative estimate on the number of degrees of freedom.

Lemma 3.5. [19, Proposition 2.7] Let 7 be a geometric mesh on Q with boundary mesh size h
and let p be a linear degree vector. Furthermore, for all edges e the polynomial degree p. on the
edge fulfills (3.1) and for all K € 7, p(K) is given by (3.2). Then it holds

dim(Viy, ) ~h™.

Please note that classical h-FEM with uniform refined meshes yields number of degrees of freedom
of the order of h~? for two-dimensional domains.

3.1.1 Variational formulation
Let us now consider the primal problem (1.1). Its weak formulation reads
find Yy e HIl‘D (Q) : a(y,v) = <fa U>L2(Q) + <U,’U>L2(1—\N) Vo € Hler (Q) (34)

with the bilinear-form
aly,v) = / D(x)Vy(x) - Vu(z) dx —|—/ c(x)y(z)v(z) de.
Q Q
Replacing the space H%D(Q) by its discrete analogon VEFD we obtain the discrete state equation:

find yn € Vi, a(yn,vn) = (f;vn) Ly@) + (U, 0n) Lyryy YV € Vip, - (3.5)

The variational formulation of the dual equation and its discretization is defined analogously. For
the accuracy of the discretization we have the following H'-error estimate.

Lemma 3.6. Let 7 be a geometric mesh on £ with mesh size h, p a linear degree vector with slope
«. Suppose Assumptions 1 and 2 are satisfied. Let y € H*9(Q) for some § € (0, 1] be a solution
to the state equation (3.4) with data u € Lo(Tn) and f € BY _;(Cs,v¢), Cy,vg > 0. Then for
sufficiently large a there is C' > 0 independent of h such that

ly —ynllero <C o
holds.

The proof is given in the appendix, see Theorem A.12.



3.2 Error estimates on the boundary

In this section, we prove optimal error estimates for the error ||¢* — g/, (r,,) When using the BC-
FEM discretization. Such estimates are not available in the literature to the best of our knowledge.
We will employ them below in Lemma 3.11. Let us mentions that these improved estimates will
lead in addition to better overall estimates for control problems with boundary observation, see
subsection 3.4 below, and thus improve our previous results [7].

Theorem 3.7. Let 7 be a geometric mesh on Q0 with mesh size h, p a linear degree vector with
slope a. Let Assumptions 1, 2 be satisfied and y € H'T9(Q) be the weak solution of

=V (D(@)Vy(z)) + c(z)y(z) = f(z) inQ,
y(z) =0 on I'p,
Onpy(x) =u(x) only,

withu € H'?(Ty) and f € BY_5(Cy,~y) with Cy, vy > 0. Moreover, let yy, € Vi1, be the solution
of the corresponding discretized problem. If « is sufficiently large then there is a constant C > 0
independent of h and u such that it holds

1
1Y = Yl aray < ChOF2 (Cr + [lyllesa)) -

Proof. We proof this result by the standard Nitsche trick. Let z denote the solution of the dual
problem

—V - (D(x)Vz(z)) + c(z)z(x) =0 in Q,
z2(x) =0 on I'p,
Onp(2) = y(x) —yn(z) on Ly,

with zp € Vfrp being its BC-FEM approximation.
Then it holds by Galerkin orthogonality

Hy - yh||%2(FN) = a(z, Yy— yh) = a(z —Zhy Y — yh) = a(z —Zhy Y — Ihy)a

where I}, is the BC-FEM interpolation operator from Theorem A.10. According to Theorem 2.3
the solution y satisfies

[P0V 2y | L) < Cyrip! (Cf + lyllanss) V€ No

with Cy, v, > 0 independent of u. By Theorem A.10 we obtain the following interpolation error
estimate

ly = Tyl (o) < CCy (Cr + Iyllarsoon) B°

for sufficiently large «. The solution z of the dual problem satisfies
PP OV 22 ) < Caalplllzll e VP ENg

with 6 = % and C},v, > 0 independent of y — yy, cf. Theorem 2.3.
With the same arguments as above and applying Cea’s Lemma as well as Theorem A.10 we conclude

Iz = 2nllm @) < Cllz — Inzll g (o) < C Call2]l gasayh/?

with C, > 0 independent of y — y;, and sufficiently large o, where the choice of « is independent
of y — yp and thus independent of the discretization.



Using Assumption 2 to estimate ||z|| gs/2(q) we get

1 1
12 = znllmr @) < CCellzllgsrzyh? < CCh2 |y — YnllLoa)-
Hence, we obtain

Iy = wnll o0 < Cllz = znll i @lly = Inyll e o)
< CROT2 (Cr + [yl s ) 19 = UnllLo@a)s
which ends the proof. O

Let us show numerically that the estimate obtained in Theorem 3.7 is sharp. To this end, we
consider the following example. y*(r, ¢) := r3/2 cos(3/2¢), where (r, ¢) denote the two dimensional
polar coordinates. This harmonic function is the unique solution to

—“Ay+y=y" in
Ony = Ony* on 'y := 00

on the L-shaped domain Q := (—1,1)2\ (0, 1) x (0, —1). The maximal regularity of y* is H>/37¢((Q).
Theorem 3.7 yields a convergence rate O(h?/3+1/2=¢) = O(h7/=¢) for the Lo-error on the boundary.
We compute the experimental error of convergence EOC step by step, when refining a mesh of size
hi to hy. The EOC for the variable y and norm Lo(Tpr) is defined as

W (ly* — s Nra@n) — W lly* =i, Lo
EOC(y, Ly(T'y)) = h 1;((hN1;_1n(h2) ha 12N (3.6)

The expected convergence rate is confirmed by the numerical test, and can be observed in Table 1.

h ly* — yill Loy EOC(y, L2(T'2))
1 7.93.1072 -

0.5 3.59 102 1.14

0.25 1.64-1072 1.13
0.125 7.31-1073 1.16
0.0625 3.28-1073 1.16
0.0312 1.47-1073 1.16
0.0156 6.57-1074 1.16

Table 1: Convergence rates for irregular example

3.3 Error estimates for the optimal control problem
The discretization of (P) now reads: Minimize
J(yn,un) subject to (3.5) and up, € Ugq. (Pr)

The discretized problem is of similar structure as problem (P). Standard techniques as in [27] yield
a unique solution (y;,u},), which is characterized by the following optimality conditions.

Theorem 3.8. A pair (y},u}) € V?FD X Uqq is a solution of (Pp) if and only if it fulfills (3.5)
and there exists qn, € VEF’D satisfying

a(gn,vn) = (Y, — Y, Vn)Lo() Y0 € Vip,

10



and X
uy(z) = Py, <—aq;;r,v(x)) a.e. on .

Proof. For the proof we refer to [16, Section 3]. O

Remark 3.9. Since the pointwise projection of a grid function on an admissible interval [ug, up)
is not a finite element function in general, uy is not a finite element function. Therefore u; may
have kinks that are not along the mesh edges. If u, and up can be represented as finite element
functions (for example if uq and wy, are constant), then uj can be represented by a finite number
of parameters.

In order to establish an estimator of the discretization error, let us introduce two auxiliary functions
yh e VfFD and ¢" € V})FD as unique solutions of the discrete boundary value problem

h

a(y”,vn) = (f,0n) Lo() + (U, 0n) Ly(rp) Yo € Vi, (3.7)

a(q"

sVR) = (Y" = Ya, V) Lo () Yo, € Vi, (3.8)

These functions are discrete approximations of the optimal state y* and adjoint state ¢*, respec-
tively.

Theorem 3.10. [16, Theorem 3.1] Let (u*,y*,¢*) and (u},,y),q;) be the solutions to the optimal
control problem (P) and (P},), respectively. Let y" and q" be the solutions to (3.7) and (3.8). Then
the following inequality

1 .
allw’ = whli,w + 1y =il < ol i ") + 19" =9 12,0 (3.9)

is satisfied.

This shows that the discretization error depends on the smoothness of the optimal state and
adjoint state. In what follows we will now analyze the two error contributions ||y* — yh||2L2(Q) and

g — qhH%Q(rN)-

Lemma 3.11. Let Assumption 1 and 2 hold. Assume f,yq € By 5(Cy,~v¢) with Cy,vs > 0. Let
T be a geometric mesh on 0 with mesh size h, p a linear degree vector with sufficiently large slope
«. Then there is C > 0 independent of h such that

lg* — ¢"| oy < C BOFE
holds.

Proof. First, we will prove that ¢* € B? ;(C v,) for some Cy,7, > 0. In order to achieve this
regularity, we need to prove that the source term y — y4 fulfills the assumptions of Theorem 2.3,
ie. y —ya € BY_5(C,v) for some C,v > 0. By Theorem 2.3 we already have y* € B} _;(Cy, )
with Cy,~, > 0, which implies

HTerliévarzyHLz(Q) § Cy’ygp!HyHHHé(Q) Vp S No. (3.10)
Due to the definition of r it holds 0 < r < diam(f2). Thus it holds for p € Ny

[P0V 2 1, ) < diam(©)?
< diam(Q)? Cyy2p!|y|| gr1+5 c)
< diam(Q)QWy_2 Cy75+2 (0 + 2yl mr+s ),

R VLT P
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which proves
[P0y || Ly ey < diam(Q)*, 2 Cyrbpl |yl pres ()

for all p > 1. The cases p =0 and p = 1 follow from

17yl < diam(@)' 1yl a1 (e < dian()' ™ yllzs+s(0).

17270V Y[l 0y < diam(R2)*°[lyll 1 () < diam(Q)*° [yl s ()

Hence y — yq € Bg_é(C, ~v) for some C,~v > 0, and Theorem 2.3 can be used to conclude ¢* €
B? 4(Cy,7v,) with Cy,7, > 0. Theorem 3.7 yields the claim. O

Therewith the main approximation result can now be formulated:

Theorem 3.12. Let Assumptions 1, 2 hold and f,yq € BY_s(Cy,v¢) with Cg, v > 0. Let T be a
geometric mesh on £ with mesh size h, p a linear degree vector with sufficiently large slope . Let
(u*,y*,¢*) and (u},y5,qp) be the solutions of the optimal control problem (P) and its discretized
version (Py) with the corresponding states and adjoint states. The solution of the boundary value
problem (1.1) shall be H'*-regular with 6 € (0,1), that means y*,q* € H'9(Q). Then there
exists a constant C' > 0 independent of h and it holds

* 5
[ = uplloray + 18" = Ynllae) < CR°.

Proof. With Theorem 3.10 it holds

* * * * 1 * *
allu* = upll7, e + 1y = 9l @) < EHCI — ", 00 + IV =" 12,0

Exploiting the approximation properties of Lemma 3.6 and Lemma 3.11 with a sufficiently small
mesh size (h < 1) yields

* * * * 1 2
allu” = s + 19"~ i) < (0+1) (1)
1 5)2 =728
<(=+1)(Ch)" <Ch*,
o
which is the desired estimate. O

Remark 3.13. Let N be the dimension of the finite element space VfFD and h the mesh size of
the boundary T'. Lemma 3.5 implies h ~ N~1, therefore the result of Theorem 3.12 can be read as

vallu* = ujllL,we) + 1y = iillzo@) < CN7°

if the problem is H'T%-reqular. In h-FEM the dimension of the approzimation space grows as
N ~ h=2, which would lead to (combined with an estimate of [8])

* * * * _3
volu* = uill,mn) + 1V = villLa@) < CN™%°

for an H'*°-regular problem (see [7] for a similar comparison). Hence for an H?-regular problem
the error reduces for BC-FEM as O(N~") and for h-FEM as O(N—3/%). Therefore - if the dimen-
sion N of the approzimation space for the boundary value problem (P) is fixed - the discretization
by boundary concentrated finite elements gives a smaller error for a N being large enough. Using
graded meshes and the results of [3] would yield competitive results for the Laplacian.

12



Remark 3.14. Our numerical examples with known solution (chapter 4) show an error reduction
of h?°. In order to prove such a convergence rate, one would need optimal estimates of the Lo(Q)-
error, which are not available to the best of our knowledge.

The main reason is that the Aubin-Nitsche trick does not work for the BC-FEM, since no error
estimate of the type ||y — ynl 1) < Ch6||f“L2(Q) s available for solutions of the elliptic partial
differential equation (1.1) with right-hand side f and uw = 0. The best currently available Lo-
estimate was proven by Eibner and Melenk in [13]. They show that for every compact Q' CC Q
there exists &' € [0, 6] such that for all elements K CC Q' the error estimate ||[y—yn||L,x) < Cho+d’
holds. However, &' depends on Q, and it is unclear under which conditions 6 = &' can be proven.

3.4 Boundary observation

As already indicated, we can improve the error estimate of [7] with Theorem 3.7 in the case of
boundary observation. Consider the minimization of

1 «
J(u,y) = §Hy - deQLZ(FN) + §||U||2L2(FN)

subject to the same constraints as our model problem. The proof for the error in the optimal
control [7, Theorem 3.8,3.9] is similar to the one given above. Using the new results of Theorem
3.7 one can prove

" = i [l Loy + 197 = Uil aqrary < CROTH2. (3.11)

This enhances the previous results of [7], which only had the convergence rate h’.

3.5 Piecewise analytic data and subdomain observation

The model problem (P) tries to drive the state y to a desired state y4. Different from [7], where
the domain of observation is I and y4 thus appears in the Neumann boundary condition of the
adjoint problem, we deal with y4 : Q@ — R.

It is possible to generalize the above theory even further, to include piecewise analytic data and/or
subdomain observation. To this end, let Q consist of S € N disjoint subsets €2; with Lipschitz
boundaries 9¢; such that Q = U, Q;. Let 7#(z) = dist(z,U;0Q;). We stipulate that y, be
analytic on €; for alli=1,...,S and

[P0y 4| 1y 0y < Cirfp! Vp € No.

Let g be the solution of the adjoint problem (2.1), then the restriction ¢; := ¢|q, solves

=V (D(@)Vqi(2)) + c(@)qi(x) = yi(x) — ya,i(z) in €,
gi(z) =0 on I'p N 99,
Onpqi(x) =0 on 'y N O,
qi(z) = q(x) on O\ (Tp UT ).

Recall that y € B} 4(Q) due to Theorem 2.3 and the arguments in the proof of Lemma 3.11.
As 7(z) < r(z) for arbitrary € Q and Q; C Q, we find y € B2 4(Q;) N B?_5(Q), where the
tilde indicates that 7 is the weighting function for the derivatives in the countably normed space
(see section 2.3). We can apply Theorem 2.3 locally on €; and get ¢; € B%_(;(QZ-), as well as

qEBf_é(Q).
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By building a geometric mesh on ) that does h-refinement not only near 02 but also 0€);, it is
possible to apply Lemma 3.6 for y (and 3.11 for ¢ respectively). This yields again

" = 4" 2@ < CR°y la" = "l Loy < CROT2

and the approximation result for the optimal control and state (Theorem 3.12) remain valid.
Observing y only on a subdomain Q, C 2 means minimizing

1 «
§||XQS (y — yd)”%g(sz) + §||u||2L2(rN)

with xq, : @ — {0,1} being the characteristic function of ;. Then the right hand side of the
adjoint problem is given by xq, (y —ya4), which is piecewise analytic, and can be treated as sketched
above.

If we deal with both subdomain observation and piecewise analytic data (possibly in f, too), we
need to pass to a partition of ) which is compatible for all domains of analyticity.

4 Numerical examples
Let us now report about the results of our numerical experiments.

4.1 Problem description

The optimal control problem is given by

min J(00) = 51 = vl + 5Nl + [ cavdan
N
subject to the constraints
=V (D(x)Vy(z)) = f(z) in €,
Onpy(r) = u(z) + ey(z) on I'y,
y(z) =0 onI'p,

where w is the Neumann control and (y,u) € H*(Q) x Lo(I'y). The inhomogeneities e,, e, €
H'/? (Twr) are introduced for the construction of a test example with known solution (y*,u*). Let
us remark that the error estimates developed above are still valid. The proof of the result of
theorem 3.10 is not affected by these affine inhomogeneities. Moreover, the interior regularity of
the solutions y* and ¢* is not affected by these boundary data. The set of admissible data for u is
given by

Ug < U < Up. (4.1)
The adjoint equation reads
=V (D(x)Vq(z)) = y(x) — ya(x) in €,
Onpq(z) = eq( ) on I'pr,
q(x) on I'p.

As already mentioned the state y and the adjoint ¢ are discretized by means of the boundary-
concentrated FEM, whereas the control w is implicitly discretized via variational discretization

from the projection formula
1

0 = P (- 207 @y )

see e.g. Section 3.3.
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4.2 Example 1 - Problem with known solution
We set
a=1, u, =1, wu,=6.

and Q = (0,1)? with I'p = {z1 =0} U{xs = 0} and Tyy = '\ I'p.
The optimal adjoint for D =1 is given by

q*(z) = —w w5e™ T2,
Therefore, the optimal control reads
W (2) = Plu, ) ($1$§€x1+x2|1“j\/) .

The Laplacian of the adjoint is

—Aq*(x) = (203 + 221)e™ T2 4 (4o 29 + 221235 ) ™ 702

=:—ya(z) =:y*(2)

The normal derivative of ¢ is

—2z3eltv2 for xy =1
eq(x) - 1+xq —
—3x1€ for zo =1

whereas the boundary term e, is given by
oy*
ey() = —u(z) + 2 (@)
dy {(81‘2 +4x3)elt®2 for xy =1

on 14qe*rt1

for zo = 1.
The right hand side f reads
f(x) = —(4z123 + 167129 + 425 + 839 + 1221 )™ 772,

First, the order of convergence for h-FEM with uniform refinement and BC-FEM shall be compared.
Therefore, the Lo(2)-error in y and Lo(T'ar)-error in ¢, are plotted against the mesh-width 1/h
in Figure 2.

state y control u
10" - - 10° : -
—e— UNI Ty, —e— ONI: Juru ]
° —o—BC: [ly-y,ll 10" ——BC: [lu-u |l

10° o) B 0%

L2-error
=)
L2-error
=)

10° 10! 10° 10° 10 10° 10° 10' 10° 10° 10° 10°
meshwidth 1/h meshwidth 1/h

Figure 2: Error for uniform refinement with p = 1 and for a boundary concentrated mesh in
dependence of the mesh-width for the control and the state
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The plots show an O(h?) order of convergence for h-FEM and BC-FEM, respectively. Theoretically
we would expect O(h) from the theory for BC-FEM, which is a gap between theory and numerics
(see Remark 3.14). Moreover, the error for the state in BC-FEM decreases slightly faster to zero
than for uniform refinement. Figure 3 displays the discretization error for control and state with
respect to the numbers of unknowns N. Since N ~ h~! for BC-FEM and N ~ h~? for h-FEM,
the convergence for BC-FEM is much faster than for h-FEM. For instance if the error tolerance
is fixed to e ~ 1079, about 2% of the unknowns of h-FEM are required in order to obtain this
accuracy, see the left picture of Figure 3. Furthermore, it becomes possible to solve optimal control
problems with higher accuracy. Summarizing, the experiments show the advantages of BC-FEM,
if the optimal control problem has to be solved quite accurately.

state y control u

10” . . . i
——UNI: HY'yh” —— UNE Tl ]
——BC: ||Y'YhH ' —o—BG: Jlu-y ||

L2-error
L2-error
5

.
10 10 104 10 10° 10! 10° 10° 10° 107 10° 10’
Degrees of freedom Degrees of freedom

Figure 3: Comparison of the Ly error in dependence of the degrees of freedom.

4.3 Example 2 - Domain observation

We choose
a=0.01, wu,=-10, u, =10, e, =¢;, =0
and
D(z) = diag(2 + sin(2nz122)), f=5, ya=05.
The domain 2 = (0,1)? has the boundaries T'yr = {x; = 0} U {3 = 0} and I'p = '\ T'ys. As the
error of the control behaves like the error in the adjoint variable, we only show the convergence

history for the state y and adjoint ¢. As the solution (y*,u*) is unknown, the errors are computed
with respect to the solution on the finest mesh.

h 195 — ¥ 1lLa) EOC(y, L2(92)) I — @ llrarn) EOC(g, L2(Tx))
0.25 4.34-1072 - 7221073 -

0.125 1.25-1072 1.79 2.13-1073 1.76
0.0625 2.65-1073 2.24 4.79-10~4 2.15
0.0312 4.75-107* 2.48 9.57-107° 2.32
0.0156 8.94.107° 2.41 2.00-107° 2.26
0.00781 1.67-107° 2.42 4.32-10°6 2.21
0.00391 2.86-1076 2.55 8.97-1077 2.27
0.00195 - - - -

Table 2: Convergence rates for boundary concentrated mesh refinement.
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The table shows that the experimental order of convergence lies in [2,2.6] if the first levels (where
h € [0.125,1]) are neglected. Those mesh-widths correspond to relatively coarse meshes where
the influence of some constants can shadow the asymptotic convergence. The state variable y
converges faster compared to the adjoint variable q. Again, the observed convergence is higher
than the result we proved.

4.4 Example 3 - Subdomain observation

Similar as before,
a=01, u,=-08, u,=-02, e,=¢;=0.

Here, we set the domain Q = (—2,2)? D Q, = (—1,1)? and Neumann boundary I'ys on the line
{za =2} and I'p =T\ I'ys. We choose

D=1, f=1, yi=xa.-

The numerical results are as follows.

h s — v L2 EOC(y, L2(%2)) g — a*llLaray  EOC(g, L2(Tw))
1 2.16- 1071 - 2.22.1072 -
0.5 5.57-1072 1.96 6.23-1073 1.83
0.25 1.44 - 1072 1.95 1.67-1073 1.9
0.125 3.18-1073 2.18 3.59-10~% 2.22
0.0625 5.83-1074 2.45 4.93.107° 2.86
0.0312 1.06 - 10~* 2.46 6.94-1076 2.83
0.0156 1.94-107° 2.45 1.12-10°9 2.63
0.00781 3.68-1076 2.40 2.23-1077 2.33
0.00391 7.34-1077 2.33 5.12-10-8 2.12
0.000488 - - - -

Table 3: Convergence rates for boundary concentrated mesh refinement.

The numerical behavior is similar to the previous example, i.e. we observe higher convergence
rates than we were able to prove. While the EOC stays again in [2,2.5] for the state y, the adjoint
variable shows rates up to 2.83 and thus converges faster.

A mesh we used for Example 3 can be seen in Figure 4. It is concentrated near the boundaries of
the domain 2 and the observation domain €.
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Figure 4: Admissible discretization for subdomain observation.
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A Appendix

We will construct a BC-fem interpolation operator. Since we allow hanging nodes, these results
generalize [19]. For the interpolation error we obtain approximation results comparable to those
obtained in [19] for regular meshes.

A.1 Estimates of local element size and polynomial degrees

In the interpolation estimates below, it will be important to have comparable element size and
element polynomial degree for neighboring elements. For meshes without hanging nodes, we have
the following result from [24, Lemma 2.3], its extension to meshes with hanging nodes as used here
is straightforward.

Lemma A.1. Let 7 be a ~y-shape-reqular mesh. Then there exists a constant C(v) such that for
two neighboring elements K, K’ with K N K' # () there holds

C(’y)_lhK § h[(/ S C(’y)hK (A].)

Theorem A.2. Let 7 be a geometric mesh with a linear polynomial degree vector and slope a.
Then there is a constant C(«) depending on v such that for two neighboring elements K, K' with
KNK'#0 it holds

Cla) 'px < prr < Cla)pk.

Moreover, C(a) € O(a).

Proof. The constants ¢y, co defining the linear degree vector naturally satisfy co > ¢y, cf. Definition
3.3. Using the properties of the linear degree vector and Lemma A.1 we can estimate

prr <1+ acylog(hk: /h)
< 1+ acylog(C(y)hx /h)
< 14 aczlog(hk /h) + aczlog(C(7))
< 0201_1(1 + acylog(hg /h) + acz log(C(7)))
< czcl_l(pK + praczlog(C(7)))
< eaci (1 + aca log(C(7)))pk -

The same computation yields a bound of px from above. This proves the claim with C(«a) =
2(1+ aclog(C(7)))- O

A.2 Extension and projection operators

The reference element we have in mind is the square [—1, 1]2, but we will keep the notation relatively
neutral to make the results applicable to triangles as well. The index i is taken from {1,2,3(,4)}.
We take the reference element K and the space Qp(f() = span{z’y’ | 0 < i,j < p}. Triangles
would require the space span{z‘y’ | 0 <i+j < p}.

As our mesh will have hanging nodes, we assume that each edge e; of the reference element has an
associated polynomial degree p; := p., (see (3.1)) with p; < p. The constructed approximant will
lie in

Porty(K) == {f € Qp(K) | deg(fle,) = pi, deg(f) < p}. (A.2)

We first need an extension operator acting from K to K (see [23, Lemma 3.2.3]).
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Lemma A.3. Let f € C(@K) be a polynomial of degree p; on the i-th edge of the reference
element for all i. There exists a linear extension mapping E : C(OK) — Pyk)(K) with the
following properties

(Ef)le. = f (A.3)
I1Ef L (%) +p *| VES ooy Sl flloor) (A4)

Proof. We prove this only in the case of K being the reference square. The extension to triangular
K is straightforward, see e.g. [23, Lemma 3.2.3).

By subtracting a bilinear function from f we can assume that it vanishes on the vertices of the
reference element. For each f; := f|., we construct an extension E;(f;) € Py K)(K ) which is zero
at all other edges e;, j # i.

Let us demonstrate the construction of E;(f;) for e1, e1 := {(z,y) € R? | x € [-1,1],y = —1}.
Here we define Fy(f1) := 1_T”f(x) Analogously we define the extension from the edges e;, i > 1.
This way we get an extension F':= E(f) := >, E;(fi).

With the inverse estimate || VF ||,z < cp?| F 7. () ([26, Theorem 4.76]) with p > p; we only
need to show || F' ||,z <cll fll;_(or)- This is a trivial estimate: [|[E1(f1)ll;_ g < [fillz=(e,),
as kTy <1lon K.

In the case that f does not vanish in the vertices let us denote by Fy the bilinear interpolation of
f that is exact in the vertices. Then we set Ef := Fy + Y. E;i(fi — Fo). It is now easy to argue
that the extension fulfills the claim. O

A.3 Construction of the be-fem interpolation operator on meshes with
hanging nodes

In the following, u will denote just a function and not the control variable as before. The aim of
this section is to construct an interpolant on the reference element. It is desired to interpolate a
function u living on the physical domain €2 by pulling it back to the reference element for each
element of the finite element discretization 7.

The constructed interpolator will be needed for elements in the interior of 2. There, we need to
distinguish between elements possessing a hanging node or not.

At first, we will construct the interpolator for elements without hanging nodes. The following
theorem is similar to [19, Lemma 2.9]. We give a proof here in order to track the dependence of
the constants on the parameter « of the linear degree vector.

In the sequel we will denote by GL(q, f) the one-dimensional Gauss-Lobatto interpolation of degree
q for the function f on an edge.

Theorem A.4. Let K be the reference element. Let u be a function on Q) whose pull back i = uoF
is analytic on K and satisfies

IV 20|, k) < Cuvdd, a=0,1,2,...

Then there exists an interpolant I(u) € Pp(r)(K) such that
e; — GL(pia (0 ei);

2. || [(a) — 1 ||Wloo(f() < CaCue_bPM,

1. I(a)

where b > 0 depends on 7y, and C, > 0 depends on v, and o with Co, = O(a®) for a — oo.
Here, p,, denotes the minimal polynomial degree is defined by p, 1= min;{p;} and naturally p,, <
pi < p with p being the degree of the image of I, i.e. Py (K).
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Proof. We restrict u € C (K' ) to the boundary OK and define the piecewise Gauss-Lobatto inter-
polation operator

C(OK) — {f € C(8K) | fle, is polynom with degree p;},
i(ﬁ)( ) = GL(pi,ile,)(z) Va € OK.

Let us define the finite-dimensional subspace

V= {u € Pyxy(K) : i,z =0}

Since V' is finite-dimensional, there is a linear and bounded projection operator IT : Py K)( ) -V
).C(RY) < vdimV, confer [23, Theorem A.4.1]. Since V' C Py(x) C Qp(K), we have
. 5 . o

dim(V) < (p + 1)#, which shows ”H”L(C(K),C(f()) <p+1.

The interpolation operator I is now defined by

I(a) := E(i(a)) + 1I(a — E(i()))

with the extension operator E from Lemma A.3. By construction, the first property is fulfilled.
If 4 € Pyky(K) it follows that (i) = 1|,z and therefore @ — E(i(a)) € V. Thus, I interpolates

functions of Pk (K) exactly.

with |11 . 2

Let @ € C(K) be given. Let us first estimate the norm of I by

IT(@) 5z < clliC@) . or) + P+ Dlla—EG(@) &)
<c(l+lp)lall,_ g +@+Dlal, k)
+e(l+mp)p+ Dl ox

where we used [23, Lemma 3.2.1] to bound the Gauss-Lobatto-interpolation operator i. Exploiting

Il or) <@l (k) forae C(K) yields the estimate
11(@) ||, &) < Crp(L +Inp)| il g
Regarding approximation properties, it now follows with arbitrary v € Py K)(K' ) and using v = Iv

la—1@) |, =I(@—v)=I@—v),_
<@+ Crp(t+p)la—vll,_ -

In order to achieve an approximation property in W1 (K ), we need to estimate the first derivatives
of 4 — I(a):

I V(@ — 1),z

=[IV((@—v) = I(a—v)l,_ &

<IV@=v) &) +IVUEI@) =) L %)

< V(@ =) gz + CPPIN (@) =) [l (&)

<V —o)llp gy + CPUN @) =) gy + o —vllp k)
<[V =), &) +CP* (2+CIP(1+IHP))HU_UHLOO(K)'
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In the last two estimates, we can pass to the infimum because v was arbitrary, which shows

I —1(@) |, &) < Cip(L+Inp)  inf [la—vll,_ gz,
’L)GPP(K)(K)

IV@—I@)l, &< inf  A[IV@—o)l,_ &
vEP, (K)

P(K)

+Cop’(L+ Inp)|| 6 — v o)}

Relying on best approximation results in the space Py (), we have [23, Theorem 3.2.19]

inf ld—vll,_ g < CCeVPm,
vEP,(K) =

inf || V(i —v) |, _ g < CCue™?Pr
vEP, (K) *

with constants C, b depending both on ~,,.
Collecting the estimates above, we obtain

11(2) = @ [l yy1.0e ) < C1p(1 + Inp)CCue P
+ CCLe™"Pm 4 Cop®(1 + Inp)Cip(1 4 Inp)CCye VP,

We have from Theorem A.2 that C(a) px < px < C(a)pk for two neighboring elements K, K.
Hence, we can bound p < C(a)p,, because the minimal polynomial degree is determined by at
least one neighbor. This way we get

1T(@) = [l () < C3C(0)°pS,CCue=t P (A.5)
Absorbing p8 by decreasing the constant b yields
[11(@) = |l (i) < CaCue™m

with C,, depending on «,, and b on 7, and C,, = O(a’) for a — . O

Remark A.5. We cannot avoid the constant p(1+Inp) in the estimates of | @ —1(d) ||, _ g, and

| V(& —1(@)) |, (&) as we allow different polynomial degrees in the interior and on the edges of
elements.

In the second step, we will construct an interpolation operator that can deal with hanging nodes.
To begin with, we cite an one-dimensional interpolation result of [23, Lemma 3.2.6].

Lemma A.6. Let u be analytic on the interval [—1,1] and satisfy for some Cy, vy
[ VITup ) < Curlq! ¢=0,1,2,...
There are constants C,b > 0 depending on =y, such that GL(q,u) satisfies for p=1,2,...
|u— GL(p, ) [l (1) < CCue™".
140

k,0 > 0 depending on ~,. With C = k(1 + 0)~! and b = In(1 + o) we obtain the desired
estimate. O

p+1
Proof. In [23, Lemma 3.2.6], the estimate || u — GL(p,u) |lw1. (1) < kCy (L) is proven with
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¢1-1)
Figure 5: reference element with hanging node and its neighbor (possibly distorted).

Let us describe now the construction of an interpolator on elements with hanging nodes. Depending
on the position of the hanging nodes, we prolong the local edge e; to the full coarse edge €;, with
j from {1,2,3(,4)}. An exemplary situation is depicted in Figure 5.

Theorem A.7 (hanging nodes). Let K be the reference element. Let u be a function on

whose pull back U is analytic on K and satisfies
IVI2all, gy < Cuvid, ¢=0,1,2,... (A.6)

Let the indices i represent the free edges, whereas j denotes constrained edges due to the existence
of hanging nodes. If additionally it holds

IV 20 e,y < Cuvdal, q=0,1,2,... (A7)

with Ca,v2 > 0 then there exists an interpolant I(4) € Pp(K)(K) such that

ei)a
2. j(a)|6j = GL(pj’a|éj)|ej'

1. I(a)

€4 = GL(plﬂ ,EL

3. || f(a) -4 ||Wloo(f() < é(a)Cue_bpm
where b depends on vy, va. The constant C(a) is at most O(a®) for a — oo.

Let us comment on the impact of Theorem A.7. Due to property 1. and 2., it is possible to
construct a complete interpolant in an element by element fashion. Together with Theorem A.4 it
is guaranteed, that the resulting interpolant is continuous across each edge and therefore the global
interpolant lies in the conforming finite element space VZF:FD' This is possible as the definition of
the finite element space enforces that the polynomial degree on a constrained edge coincides with
the polynomial degree on the corresponding coarse edge.

Proof. We define the piecewise Gauss-Lobatto interpolation operator as

i:C(OK U Uéj) — {f € C(OK) : file, is polynomial of degree p;},

S
—
>
S
Il
Q
=
=
\.@)

e))(@), € e,
|

ejr T EE€j.



The function 4 = u o Fx can also be evaluated at points outside of K since the mapping Fx is
analytic. Thus, the Gauss-Lobatto interpolation on é is well defined.
With the operators defined in the proof of Theorem A.4 we define the interpolation operator as

[ = E(i(a)) - I(a - E(i(a))).
We compute

1 (@) = @y ey < N1 T0) = e iy + 11 2C8) = F(@) e

where I is given by Theorem A.4. The first addend is bounded by C,C,e %™ due to Theorem
A.4. So we only need to estimate the second one. Using Lemma A.3 we find

12 (@) = 1(@) llyp.oe )

= | E(i(u)) = B(i(0)) .00 ()
< cp?| (i) —i(a) HL (aK)
— | ZGL( — GL(pj,tlg; e Lo (ey)

< Cp2 Z || GL pj’u|5j) —u ||Loo(ej) =+ || GL(pj7a‘éj)‘€j -1 ||Loo(€j)) .
J

The first addends are bounded due to (A.6) and Lemma A.6.

D NGL(pjle,) =i 1oy < D COue™™P < ACC e P, (A-8)
J J

If we use an affine mapping from é; to [—1, 1], the prerequisite (A.7) transforms into
IV -1 < Cu(2)e!, ¢=0,1,2,

Using again Lemma A.6 we find
S N GL(p; iile,)le, = illLaie,) € DI GL(ps dle,) = @ llL )
j J
<) CCue™Pi < 4CC e,
J
With ep? < eC(a)?, the final estimate reads
11(@) = @[l () < CaCue™™ +cC(a)?(CCue™"Pm 4 CCyePm)
< C’aC’ue*E”’".

with C,, depending on «, 7, and b on Yu- As Cy € O(ab), it follows C, € O(a®). O

Remark A.8. Note that the interpolation operator projects @ — E(i(4)) instead of 4 — FE(i(1))
onto the subspace V' of polynomials vanishing at the boundary of the element. This simplifies the
interpolation error estimates.
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A.4 Best-approximation and discretization error estimates

First we establish an easy lemma to conveniently check the prerequisites of Theorem A.4 and A.7.

Lemma A.9. Let u be a function on Q that satisfies
[ Viu|[1,0) < Curidl, ¢=0,1,2,... (A.9)

Then u is analytic on Q and scaling constants Cy, cs > 0 exist such that

ViU [ c@) < CsCulesva)?e!, ¢=0,1,2,...
Proof. For an arbitrary but fixed ¢, we have V9u € H?(2). A Sobolev embedding implies

[ Viulle@) < Cll Vil gz

Estimating each derivative of u appearing in the H?(£2) norm separately with (A.9) yields

| V%ullog@) < O+ +72)Curk(g +2).

Choosing Cy := 2C(1 4 v, + 72) and ¢, = 6, which implies ¢? > (¢ +2)(¢ + 1) for ¢ > 1, proves
the estimate, which in turn gives analyticity of v on . O

The proof of the following theorem is inspired by [19, Proposition 2.10].

Theorem A.10. Let 7 be a y—shape-regular geometric mesh with the properties of section A.1.
Let uw € B 4(Cy,vu) for some § € (0,1] and p the linear degree vector with slope o. Then for
sufficiently large o it holds

inf {lu—vlm@ |veVip, } <CC, Re.

Here, C depends on Q,v,,a and the shape reqularity constant vy, but not on C,. The choice of
depends on all these constants as well but not on C,,.

We want to construct the interpolant element by element. On elements abutting the boundary we
will use the linear interpolant because the linear degree vector does not allow larger polynomial
degrees on elements of size h.

For elements not abutting the boundary we want to take advantage of the increased polynomial
degree to achieve good approximation quality. The previous error estimates of the interpolants,
however, depend on the minimal polynomial degree p,,, which is determined by at least one neighbor
element. To guarantee that the neighbor’s polynomial degree (and thus p,,) can be increased
sufficiently, we introduce a second layer of elements near the boundary.

Proof. Overall we distinguish the following cases:
1. Elements K collected in 73, abutting the boundary, i.e. K N o # 0.

2. Elements in the ’second’ layer near the boundary, i.e. K € 7 such that KNoQ =0 and
JK' € 7 with KN K’ # 0, K'N9Q # 0. These elements are collected in 7.

3. Elements without hanging nodes which do not belong to 7, U 7,. They are collected in 7.

4. Elements that do not fall into the previous categories, i.e. elements with hanging nodes which
do not belong to 7, U 75. They form the set 7.
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Let u € B?_5(Cy,7u). For an element K we define the constant Cx by

Z B || Prttmovat2y ||2L2(K)'
It holds
I patl=oyaty, llLo(r) < Ok (274) %!, (A.10)
4
» Ck < gcg. (A.11)
Ker

Additionally, we define
Ck=Ck+ Y. Ck,
K':KNK'#0
which implies 3" o, C% < Loz,
We construct an 1nterpolant up, € VP T, Of u for each element K falling into one of the four
categories above. In the following, the 1ndex g will always be from N U {0}.

1. K € 1. Let Ij;;, denote the linear or bilinear interpolation. We set up| i := Ijinu|x. We use
[19, Appendix B.4] and the property 1. of Definition 3.2 to obtain

lw = ||y < 1w = Diin(u) [l () < Chgll 7' VPu |y (k) < CROCkg.

3. K € 14. The pullback @ of u on K satisfies

|| V(H_Qﬂ, ||L2(f() < Chc;{-l-l” Vq+2u ||L2(K)
1 (A.12)

inf e r(z)ati—d

< ORI VI )
As r(x) for x € K is bounded from below by the diameter of the largest inscribed circle of a
neighboring element, y-shape-regularity yields
inf > ¢(y)h
nf r(z) 2 c(v)hx

for a ¢(v) > 0. Consequently,
IVT2a ], k) < OO (287.) %

where C' is possibly rescaled by é(7).

We set up|x := I(1) o Fi', where I is given by Theorem A.4. Due to Lemma A.9 we can
apply Theorem A.4 and get

|u—up || g1 (x) < CaCCOxhiePmx
with b, C, given by Theorem A.4 depending on =, but not on C,, and K. Using
Pm = prr > caln(hg /h)
for a neighbor K’ of element K, we arrive at
w—up ||y < CaCCrhie“PhoP.

Using hgs > ch yields .
—abpa d,«
hK' h b S hmln{ b}.
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4. K € 7,. We set K := Fgl(K) and denote the edges of K that possess a hanging node by e;,
j € {1,...,4}. The coarse edge that contains e; is denoted by €; in reference coordinates.
Let K; denote the neighboring element of K that contains the same hanging node, i.e.
K; N Fr(é;) # 0, and set K; := Fr'(K;). For an illustration see Figure 6.

In order to apply Theorem A.7, we have to estimate L°°-norms of the pullback on the
extended edge €;. With the properties of the elements in 7, we obtain

IV o)) < VP llo,) < OV allogs,)

[eS) (éj

with E; = int conv(K Ué;) C K UK. Let us emphasize that the constant C' depends on E;
but not on K;. Hence, C is independent of K, and thus it is independent of the mesh.

K;

&

€; (1,1)

(-1.-1)

Figure 6: reference element K enlarged to Ej to handle a hanging node.

Since hg and hg are comparable due to Lemma A.1, we obtain analogously to (A.12)
V™20, &, < CCK, hde (274)%q! (A.13)

with a possibly larger constant C' independent of K, K;. The two estimates (A.12) and (A.13)
yield
IV 2ull,, s, < C(Ck, + Cr)hi(27.) 4!

and Lemma A.9 shows that the prerequisites for Theorem A.7 are fulfilled. So we set up|x =
I(u) o F 1;1, with I given by Theorem A.7. The result of this theorem yields

lw —up ||H1(K) <C,C | Ok + Z Ck h(;(e_bp’"'K
K RAR! 40
= CoCChice™tPm

Arguing as in the case K € 77, we find

| w—up ||H1(K) < éaCéKhmin{é’ab}.

2. K € 75. Here, we set up|x := (@) o Fi" if K has no hanging nodes or up|x := I(a) o Fi!
otherwise. Analogously as in the cases K € 74, K € 7., we obtain

|| U — Up, ||H1(K) < éaCéKh%G_bpm‘K.
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However, we cannot apply p,, > aln(hg/h) because p,, = 1, and thus p,, is fixed and
cannot be increased. In geometric meshes, the element size hy is proportional to the size of
a neighboring element. In the second layer, there is a neighbor abutting the boundary, so we
find C(v)~th < hx < C(y)cah. Thus, we obtain for a possibly adapted C

|| U — Up, ||H1(K) < éaCéKhé.

Overall we now estimate

S = un B < C2(Y CRR® +C2 Y Chn®

Ker KeTy Kerts
o2 Z C;(thin{(S,ab} +C“i Z Cv?{thin{é,ab}).
KETf Ker.

Since b is independent of «, we can choose « large enough to obtain

D llu—un i) < C° Cp A%,
Ker

By construction uy, is a continuous function on Q. Thus, it holds uj, € H*(£2) and
H U — Up ||H1(Q) S C Cu hé.
O

Remark A.11. The proof only works for affine linear or bilinear mappings Fx. The reason is
that prolonged edges of the reference element have to be straight lines under Fx, so that in global
coordinates they coincide with the coarse edges. Together with the property that hanging nodes are
in the middle of a coarse edge, the described procedure and usage of interpolation operators works.

Theorem A.12 (Lemma 3.6). Let 7 be a geometric mesh on ) with mesh size h, p a linear
degree vector with slope o.. Suppose Assumptions 1 and 2 are satisfied. Let y € H'TO(Q) for some
§ € (0,1] be a solution to the state equation (3.4) with data u € Lo(Tpr) and f € BY_s(Cr,vy),
Cy,vr > 0. Then for sufficiently large o there is C' > 0 independent of h such that

1y —yn i) < CRO
holds.

Proof. According to Theorem 2.3 the solution also lies in B _;(Cy,~,) for some constants C,;, 7y, >
0. In view of the best approximation properties of the FE solution (Cea’s lemma) and the approx-
imation quality from Theorem A.10 the proof is complete. O
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