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Abstract

A sequential quadratic Hamiltonian (SQH) method for solving control-constrained parabo-
lic optimal control problems with continuous and discontinuous non-convex cost functionals
is investigated. The solution to these problems is characterised by the Pontryagin’s maxi-
mum principle, which is also the starting point for the development of a sequential quadratic
Hamiltonian scheme. In a general setting that includes discontinuous and non-convex cost
functionals, it is proved that the SQH method is well-defined; however, convergence to an
optimal solution is proved only in the smooth case. Results of numerical experiments are
presented that successfully validate the proposed optimisation framework and demonstrate
its effectiveness and large applicability.
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1 Introduction

Optimal control of parabolic models with cost functionals for which necessary first-order conditions
can be reformulated as semi-smooth equations is a well developed modern research topic; see, e.g.,
22, 45] and references therein. In this framework, optimal solutions are characterised by first-order
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optimality conditions that require semi-smoothness of the reduced cost functional allowing the
development of different solution procedures like proximal methods [39] and semi-smooth Newton-
methods [45]. However, in the case of cost functionals that are not Lipschitz continuous and in
the much less investigated case of discontinuous cost functionals, the property of semi-smoothness
is lost and the optimisation techniques mentioned above cannot be used, unless regularisation is
considered at the cost of modifying the nature of the problem; see, e.g., [32].

We mainly focus on discontinuous and non-convex cost functionals as the most challenging
benchmark that can be addressed by the method proposed in this work. In particular, we consider
a cost functional given by the following: fOT Jo 9 (u(x,t)) dedt where the control’s cost is evaluated
with the lower semi-continuous function

2 if |z] > s
o= {11 1k

otherwise

where s > 0.

Our numerical approach has obviously much larger applicability. Discontinuous cost functionals
and, more generally, discontinuous variational problems appear already in the study of jet flows,
cavity problems and in plasma physics [6, 29]. However their numerical realisation has been
hindered by the lack of appropriate solvers. In this framework, the purpose of our work is to
contribute to the field of non-smooth optimisation with partial differential equations (PDEs) by
developing numerical tools that apply to non-regularised distributed parabolic optimal control
problems with discontinuous and non-convex cost functionals. For this purpose, we deal with
the optimal control theory based on the Pontryagin’s maximum principle (PMP) [9, 17, 35] that
was originally developed for control problems governed by ordinary differential equations (ODEs)
and has been much less investigated in the context of time-dependent PDE models; see, e.g.,
(14, 30, 36, 42, 43]. In particular, we focus on the work [36] to characterise a solution to our
parabolic control problems with a necessary optimality condition provided by the PMP. For these
problems we briefly address the issue of existence of optimal controls and then turn our attention
to their PMP characterisation.

Although the PMP principle represents a powerful theoretical tool, its use in the PDE context
has been hindered by the lack of efficient numerical implementation. In fact, well-known direct
and indirect methods used to solve ODE control problems are difficult to apply in the higher
space-time dimensional setting of PDE problems and in the case of large-size ODE problems. It is
the main purpose of the present work to address this issue by developing an efficient optimisation
scheme that is consistent with the PMP framework. For this purpose, we notice that a natural
approach to solve PDE models is by iterative methods that exploit the sparsity of discretized
PDEs. Moreover, we point out that the PMP principle has a pointwise formulation and even
its proof is by ‘needle variations’, and both are local in structure. Therefore it seems natural
to consider iterative strategies that implement local updates of the control function pointwise in
space and time.

For this reason, we focus on the iterative scheme first proposed in [38] and further discussed in
[10, 40] to solve ODE control problems by an augmented Hamiltonian technique and discuss their
extension to our PDE setting. Moreover, we also would like to mention the earlier works [26, 27]
where different so-called successive iteration solvers based on the minimisation of the Pontryagin-
Hamilton function are considered. Specifically, in [26] the Hamiltonian without augmentation is
used to find an update for the control, but, as the authors mention, the issue of convergence



remains open for this approach. In any case, we have implemented the method in [26] and found
that it has difficulty to cope with our cost functionals. In [27], modifications of the method in
[26] are discussed that transform the state equation to obtain a weakly controlled problem or use
a damping of the control update. The third proposed alternative is to restrict the change of the
control to a short time window. In our opinion, the augmented Hamiltonian approach can be seen
having the same purpose: keep the updates of the control conveniently small.

We remark that the iterative schemes in [26, 27] are designed so that the values of the state
variable from the previous iteration are used while computing the update of the control in the
new iteration sweep. This important feature is also characteristic of the method that we propose
in this paper. Therefore we could say that our approach includes different aspects of the methods
proposed in [38, 40] and in [26, 27].

In our approach, we pointwise minimise an augmented Hamiltonian function to find an update
for the control that provides a better cost functional value. In doing this, we use the state
function of the governing model from the previous iteration, thus avoiding to recalculate this
function every time after a local control update as in [38, 40]. Our procedure results in a much
smaller number of solving of the state equation, which is necessary since these calculations are
very costly in the case of partial differential equations. In this way, we formulate a new efficient
and robust iterative procedure that is able to solve discontinuous optimisation problems while not
relying on regularisation techniques as in [21, 23, 24]. We would like to name our method the
sequential quadratic Hamiltonian (SQH) scheme and show that it is able to solve discontinuous
time-dependent parabolic optimal control problems with almost linear computational complexity.
To the best of our knowledge, there is no other available methodology with similar capability. In
this paper, we theoretically discuss the convergence properties of our iterative SQH method and
demonstrate numerically its effectiveness.

In the next section, we formulate a class of parabolic optimal control problems and discuss
the necessary functional estimates. In Section 3, we discuss the Pontryagin maximum principle
for the chosen parabolic optimal control problems. We outline the proof of the PMP principle
(Theorem 3.3), which is analogous to [36], providing a necessary optimality condition for our
optimisation problems with a discontinuous cost of the control. In Section 4, we discuss our PMP-
based SQH scheme. We discuss how our scheme provides updates to the control that correspond
to monotonically decreasing cost functional values for our optimisation problem. Furthermore, in
the case of a differentiable cost functional, we prove convergence of the SQH sequence to a local
optimal solution in the sense that appropriate first-order optimality conditions are satisfied. The
main results of Section 4 are Theorem 4.1 and Theorem 4.2. In Section 5, results of numerical
experiments considering different cost functionals are presented that successfully demonstrate the
almost optimal complexity of our SQH scheme and its robustness with respect to changes of the
values of the optimisation parameters. In particular, we show that the solution obtained with the
SQH scheme fulfils the PMP optimality condition. Furthermore, to allow a comparison with a
well-known optimisation scheme as the non-linear conjugated gradient (NCG) method, we consider
the case of a continuous cost functional and compare our iterative scheme with the NCG method.
Notice that a direct comparison of the SQH scheme with the method in [38] results obviously in
favour of our method since the latter requires a prohibitive large number of forward solves.

In order to provide all technical details supporting our work and to make this work self-
contained as far as possible, we include an appendix. In the Appendix, we prove an L*-result
for linear parabolic partial differential equations that is essential for the PMP characterization of



parabolic PDE control problems. We include this result since it is usually stated without proof
by making references to [28] where the required result is embedded in a more general framework.
Further, in the attempt to give a theoretical support to our framework with discontinuous cost
functionals, we prove existence of a minimiser for this optimisation setting in the case of a compact
admissible control set. A section of conclusion completes this work.

2 Formulation of the optimal control problem

In this section, we formulate our parabolic optimal control problems with discontinuous cost
functionals and discuss existence of optimal controls. Our governing model is a heat equation
with distributed control that is defined in the space-time cylinder @ = Q x (0,7), Q C R", n € N,
where () is an open bounded domain with a smooth boundary. We choose homogeneous Dirichlet
boundary conditions and an initial condition yo € L*™ (£2).

For each t € (0,7), T > 0, the weak formulation of the resulting initial-boundary value
problem is as follows: Find y € L?(0,7; H} () and 3 € L?(0,T; H*(Q)), that means, y €
W(0,T) := {ye L*0,T; H} (Q)) | v € L*(0,T; H ' ())}; see [44, Chapter 3], such that the
following is satisfied

(y/('7t)7v)+D(vy('7t>7vv>:(u('7t>7v) iIlQ
y(-,0) = Yo on 2 x {t =0} (1)
Yy = 0 on 0,

for all v € Hj (). In this setting, y : @ — R denotes the state variable and u : @ — R denotes
the control. We denote with (-,-) the scalar product in L? (2), D > 0 is the diffusion coefficient,
y = %y (x,t), and V denotes the L? () gradient.

Requiring v € L7(Q), ¢ > 5+1ifn > 2 and ¢ > 2if n = 1, we have that there exists an unique
solution y € W (0,T) to (1), see [19, Chapter 7.1, Theorem 3] as yo, € L*(Q) and u € L? (Q),
see [1, Theorem 2.14]. However, for the aim of the Pontryagin maximum principle, this regularity
result needs to be improved. For this purpose, we require yo € Hg () N L>® (€2). Then we have
y e L*(0,T; H? () N L*> (0,T; H} (22)), see [19, Chapter 7 Theorem 5|, such that we can apply
Theorem 6.1 (Appendix) and have the following theorem.

Theorem 2.1. Let y be the solution to (1). Then, y is essentially bounded by

[yllz=@) < llollz=@) + Cllullza(q),
where C' > 0 is a constant.

Furthermore, we have that the control-to-state map, S : L9(Q) — W (0,7), u — y = S (u)
is affine and continuous; see [44, (3.36)] and [1, Theorem 2.14] for the continuous embedding of
L(Q) — L*(Q). Moreover, the map S is continuous as a map S : L?(Q) — L*(Q), since

T T
lolZ2ig) = Jo N9llL2)dt < Jo N9l @)@t = 19l L2 (0.7 )



Next, we discuss the following parabolic optimal control problem
min J (y, u)
y,u

s.t. (v,v)+ D (Vy, Vo) = (u,v) in Q

y(0) = v on  x {t = 0} (2)
y= 0 on 0}
(IS Uad7
where the cost functional J is given by
J@ww=¢mm+végwmwMMt 3)

In this functional, J. represents a smooth functional objective as it appears in many control
problems [11, 44]. We have

1 «
Je (y,u) = 5“9 - de%Z(Q) + §HUH%2(Q)» a>0. (4)
In this case, the functional J. models the task of driving the state y to track a desired state
trajectory yg € L7(Q), while keeping small the L?*(Q)-cost of the control.
In addition to J., we have a possibly discontinuous cost functional given by

wazvégwmw»mw, ) >0, (5)

where g : R — R is a non-negative and lower semi-continuous function.
In particular, we consider the case where

o) = {|u| if ful > 5

0 otherwise

where s > 0. With this construction, we obtain a cost of the control that is zero if its value is
below a given threshold and it measures a L' cost otherwise. Notice that with this choice the
reduced cost functional J (u) := J (S (u),u) is discontinuous in L7 (Q).

The admissible set of controls is defined as follows

Up = {u € LY(Q) | u(x,t) € Ky}, (6)

where Ky is a compact subset of R.

In the case where G is a convex and continuous cost functional, existence of an optimal control
is guaranteed [44]. However, in the case of discontinuous cost functionals the issue of existence of
an optimal control is more delicate because the property of weakly lower semi-continuous is lost.
However, existence of an optimal solution can be proved considering a set of admissible controls
that is compact in L7 (Q); see Theorem 6.2 in the Appendix. For our purpose, we assume that
(2) admits a solution in U, given in (6).



3 The Pontryagin’s maximum principle

In this section, we discuss the characterisation of optimal controls in U,; in the framework of
the Pontryagin’s maximum principle in its easier variant with no final state constraints; see, e.g.,
(30, 36].

First, we illustrate the main theoretical steps in the derivation of the Pontryagin’s maximum
principle, also with the purpose to introduce essential concepts that are instrumental for the
discussion on our SQH scheme. In the following, the notation varl < wvar2 means that the
variable varl is set equal to var2.

We formulate the following adjoint problem

<_p/ ('7t) ?U) + D (VP('at) 7VU) - (y (’7t) — Ya ('7t> 7U) in Q
p(,T)=0 on Q x {T =0} (7)
p=0 on 0.

This problem has the same structure as (1) after a transformation of the time variable ¢ := T — 7
and noticing that y — ys € L?(Q), see [1, Theorem 2.14]. Hence, there exists an unique p €
L*(0,T; Hy () and p' € L*(0,T; H~' (Q2)) solving (7) for all v € H} ().

Next, we define the Hamiltonian corresponding to (2) - (4) as follows

1 o
H(m,t,y,u,p)=§(y—yd)2—|—§u2+’yg(U)+pu, (8)

where H : R" x Rj x R x Ky x R — R. If y, u and p are functions, then H (z,t,y,u,p) stands
short for H (z,t,y(z,t),u(z,t), p(z,t)). We remark that throughout this work, we sometimes drop
the arguments (x,t) of functions to save notational effort when the functional dependence is clear
from the context.

The classical approach to prove the PMP principle is by the method of needle variation [17, 36].
For this purpose, let S (xo,to) be an open ball centered at (xg, o) € @ with radius S’:Zo,to such that
the Lebesgue measure of the ball tends to zero as k — oo, limy_, |Sk (20, to) | = 0. Analogous to
[36], we define the needle variation at (zo,ty) of an admissible control u* € U,, as follows

e (z,1) = {“ e )
u in Sy (zo,%0) N Q
where u € K. Notice that we consider a single needle variation as in [17, 30, 36].

We remark that the function wy € U,y for all £ € N, for all (zg,t5) € @Q and u* € U,y. This
can be seen as follows. The function up = u* X2\ s, (2,t0) T UXS(x0,t0) 15 Measurable for all k& € N
and (xo,t9) € @ because the sum and the product of measurable functions is measurable, see [15,
Proposition 2.1.7] and the characteristic function x 4 is measurable if and only if A is measurable,

see [15, Example 2.1.2], the needle variation is measurable. As the image of the needle variation is
1

in Ky almost everywhere and (fQ luy, (z,1) |qudt> ! < max (|wal, [us|) ]Qﬁ with |Q| the Lebesgue

measure of @), the needle variation uy € L7 (Q).
Next, we define the intermediate adjoint equation

(_ﬁ/ ('7t) 71}) +D (Vﬁ (':t) ) V’U) = (% (?/1 ('7t> + Yo ('at>) — Yd (',t) ,U> in

p(-,T)=0 on Q x {T =0},

(10)
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with zero boundary conditions where ¥ is the solution to (1) for u < u; and y; is the solution
to (1) for u < us. Analogously to (7), after setting ¢t := T — 7 and because 3 (y1 + y2) —
ya € L1(Q), one can prove that the problem (10) has a unique solution p € L?(0,T; H} (2))
and p' € L*(0,T; H'(Q)). In addition, similarly to the forward equation (1), we also have
p,p € L*(0,T; H* () NL>®(0,T; Hy () as p(-,T) = p(-,T) =0, and hence p(-,T), p(-,T) €
L> () N H} (Q). Thus, we can establish the following theorem.

Theorem 3.1. The solution to (7) and the solution to (10) are essentially bounded.

Proof. We consider the time transformation ¢ := T — 7 and set p(t) <— p(T — 7). Then, %p =
—(%p. As y € L7(Q) according to Theorem 2.1 and y; € L9 (Q), we can apply Theorem 2.1 again
to the solutions of (7) and (10) as p (-,7) =0, and so p (-, T) € L*> (Q) N H} (). O

Now, we prove the following convergence result.

Theorem 3.2. Let u* € L1(Q) and y* be the solution to (1) for u <— u*. Let p* be the corre-
sponding solution to (7) for y < y*. Let uy be defined in (9), yx be the solution to (1) for u < uy
as well as py, the corresponding solution to (10) for y1 < y*, yo < yr. Then, yx converges to y*
in L™ (Q) and py converges to p* in L™ (Q).

Proof. We have (x,t) — u* (z,t) € L™ (Q); therefore almost every point of @) is a Lebesgue point
of (x,t) — u* (z,t), see [19, page 649, Theorem 6]. This means that

(/ lug (,) — u* (2, 1) |‘1d:cdt) "t o (/ u — u* (z, 1) |qudt)q 0,
Q Sk (zo,to) k—00

for almost every point (xg, %) of Q as (x,t) — u—u* (x,t) € LI(Q). Therefore ||uy —u||rag) = 0
for k — oo. Taking the difference of the heat equation (1) with the two controls u «— u* and
u < Uy, we obtain

(21,v) + D (Vzi, Vo) = (ug — u*,v) in Q
2k (,0) =0 on ) x {t =0},

where 2, = y; — y*. From Theorem 2.1, we have that ||z||r~q) — 0 for k& — oo because
||ww — ul|Le() = 0 for & — oo, see [1, Theorem 2.14]. Similarly, consider z, = pr — p*. Subtract
the intermediate adjoint (10) for y; < y*, y2 < yx from the adjoint equation (7) with y < y*.
Then, we obtain

(—zp,v) + D (Vz, Vo) = (% (ye —y") ,v) in Q

2 (T)=0 onQx{t=0}.

Analogous to Theorem 2.1 and the proof of Theorem 3.1, we have that ||zx||r~(g) — 0 for £ — oo
if ||yr — y*||L%+1(Q) — 0 for & — oo. Because of [1, Theorem 2.14], this is actually the case as

already ||y — y*||L=(@) — 0 for k£ — oo according to the above discussion. O



Next, we define the following function F : R" x Rf x R x Ky — R as follows

F(o,tyu) = 3 (g~ + S0 70 ().
Notice that F' (x,t,y, u) stands short for F' (x,t,y (x,t) ,u (x,t)) if y or u are functions and J (y, u) =
fQ F (z,t,y,u)dxdt.
We remark that, in contrast to [36], we do not require that F'(z,t,y,-) is continuous on R.
Next, we provide two basic results for proving the Pontryagin’s maximum principle that we use to
characterise a solution to (2). The proofs are analogous to the corresponding ones in [36, Section

4].

Lemma 3.1. The following equation holds

J(ylaul) - ‘](y27u2) = / (H (xvtay%ulyp) - H(‘Tatay%u%ﬁ))d‘rdt;
Q

where yy is the solution to (1) for u < uy € L1(Q), y2 is the solution to (1) for u < us € L (Q)
and p is the solution to (10).

Lemma 3.2. Let u* € U,y be an admissible control and uw € Ky. Furthermore, let uy, be defined
as in (9), for all k € N, and yy be the solution to (1) for u < ug. Then, the following holds

: 1 * * _ * * * * *
l}ggm(ﬂyk,uk) —J(y"u") = H(z,t,y" u,p*) — H (z,t,y", u",p"), (11)
for almost all (z,t) € Q where y* is the solution to (1) for u <— u* and p* is the corresponding
solution to (7) fory < y*.

Theorem 3.3. Let (g, u,p) be an optimal solution to (2) where § is the solution to (1) for u < u
and p is the solution to (7) for u <— u and y <— y. Then, the following holds

H (x,t,9,4,p) = min H (z,t,7,u,p), (12)

ueEKy

for almost every (z,t) € Q.

4 A sequential quadratic Hamiltonian scheme

This section is devoted to the formulation and theoretical investigation of our sequential quadratic
Hamiltonian (SQH) scheme for solving the parabolic optimal control problem (2) - (3). The
starting point for the formulation of our SQH scheme is the idea of point-by-point (in a numerical
grid defined later) implementation of (12), having in mind the results of Lemma 3.1 and Lemma
3.2. Notice that a similar idea has been successful in the Lagrange framework in the case of
differentiable cost functionals, leading to the formulation of collective Gauss-Seidel schemes and
efficient multigrid methods for optimality systems; see, e.g., [11]. As already discussed in the
introduction, the SQH scheme represents a further development of the schemes proposed in [26, 27]
and in [38, 40] in the context of ODE control problems. We remark that the SQH approach could
formally be interpreted as a sequential quadratic programming method [13], which explains the
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naming of our iterative procedure. This procedure is characterised by two important features: 1)
a quadratic penalisation of the control’s updates; 2) at the given iterate, the computation of the
values of state variable after the control update at all points has been completed.

In the SQH method, the Hamiltonian (8) is augmented with the term e (u (z,t) — v (z,t))*.
Thus, we define the following augmented Hamiltonian

K, (z,t,y,u,0,p) == H (x,t,y,u,p) + € (u(x,t) — v (x,1)), (13)

where K, : R" xR} xRx Ky x Ky xR — R and € > 0. Notice that K, (z,t,y, u,v, p) stands short
for K (z,t,y (x,t),u(z,t),v(z,t),p(x,t)) if y, u, v or p are functions. Roughly speaking, the
quadratic term € (u (z,t) — v (z,t))* aims at penalising local control updates that differ too much
from the current control value. This in turn prevents the corresponding state y to take values at
(x,t) that differ too much from the current value, see Lemma 3.2. Therefore we can reasonably
pursue to update the state variable after the control has been updated at all (z,t) points.

The basic idea in developing the SQH scheme is to minimise K, on Ky at each point (x,t)
in some given order; e.g., lexicographically. For this purpose, there are several ways to calculate
the element of Ky which minimizes K, at any given point of the space-time cylinder. First of all,
one can discretize Ky and choose the corresponding minimising value of K, by array search in
the resulting discretized set and assign this value to the control. Second, one can apply a secant
method in the set Ky to find the minimum of the augmented Hamiltonian up to a given tolerance.
Third, one can use an analytical formula for the minima in Ky, if available. From these comments,
we notice that the first approach can also be used if the set Ky is a discrete set.

The main difference of our scheme with respect to the algorithm in [38, 40], and similar to [26],
is that, in the minimisation process, we use K, (:v, t,y* u, uk,pk) instead of K, (ZE, t, Rt u, u’“,pk).
In fact in [10, 38, 40] an update of the state y is computed after each local (pointwise) update
of the control, whereas in the SQH scheme the state y* of the previous iteration is used while
minimising K.. This approach provides a great computational advantage since the update of the
state variable is a very costly procedure in large-size problems. Furthermore, the implementation
of the minimisation of K. becomes much easier since it involves only the control function.

Notice that the weight € plays an essential role to attain convergence of the proposed scheme
while penalising large control updates. Our SQH scheme is given in detail in the following algo-
rithm. The strategy for the adaptive changing of € is based on that given in [38].

Algorithm 4.1 (SQH method).
1. Choose e >0, k>0,0>1,¢€(0,1), n € (0,00), u®, compute y° and p°, set k < 0

2. Set
@ (z,t) = argmin K, (m, t,y*, w,uk,pk)
weKy

for all (x,t) € Q.
3. Calculate § corresponding to i and compute T := ||u — uk||%2(Q).
4. 1f

J(g,a) —J (yk,uk) > —n7: Choose € + o€
Else if



J(g,a) — J (y*,u¥) < —n7: Choose € « (e, y**' < g, u"™ « @; compute p"*!
corresponding to y**' and v and set k +— k + 1

5. If T < k: STOP and return u".
Else go to 2.

Algorithm 4.1 works as follows. After choosing the problem’s parameters and an initial guess
for the control, we determine @ such that the augmented Hamiltonian is minimised for a given
state, adjoint, current control and e. If the resulting control @ and the corresponding  do not
minimise the cost functional more than —n7 with respect to the former values 3* and u*, we
increase € and perform the minimisation of the resulting K. again. Else, we accept the new
control function as well as the corresponding state, calculate the adjoint and diminish e such that
greater variations of the control value become more likely. If the convergence criterion 7 < & is
not fulfilled, then in the SQH scheme the minimisation procedure is repeated. If the convergence
criterion is fulfilled, then the algorithm stops and returns the last calculated control u*.

Next, we prove that for given xz,¢,y,v,p and € there exists a u(z,t) € Ky that minimises
K (z,t,y,u,v,p). Thus, Step 2 of Algorithm 4.1 is well posed. Later, we prove that there exists
a e sufficiently large such that the condition for sufficient decrease of the cost functional’s value
is satisfied, and ||u* — u*~1||? decreases such that the convergence criterion is eventually satisfied.
Hence, Step 4 in Algorithm 4.1 is well defined.

Concerning Step 2, we have the following.

Lemma 4.1. The function K. : R — R, w — K (z,t,y,w,v,p) attains a minimum for any
(z,t,y,v,p) ER" x Rf x R x Ky x R and any ¢ € R.

Proof. As K. is bounded from below, there is a minimising sequence (u,), .y € Ky such that
infyer, Ke (2, t,y,w,v,p) = lim, o K (2,1, y, Un,v,p) as (K (2,t,y,Un,v,p)),cy 1S @ monotoni-
cally decreasing sequence and thus converging [3, II Theorem 4.1]. As Ky is compact, there is
a subsequence K C N such that limy_,o ux = u with v € K. Furthermore, we have with [3, 11
Theorem 5.7] and [18, Theorem 3.127]

inf K (z,t,y,w,v,p)= klim K (z,t,y,ug,v,p) = liminf K, (z,t,y, ug, v, p)
—00

weKy k—o0

L. 1 ¢!
— ll,gg}f (5 (y —ya) + §u§ + 79 (ug) + puy + € (ug, — v)2> (14)

1 o
> §(y—yd)2+§u2+vg(U) +pute(u—v)? =K (z,ty u0,p)

because of the lower semi-continuity of g. m

The question arises whether @, obtained in Step 2, is Lebesgue measurable. This is certainly
the case if the function (z,u) — K. (z,y(z),u,v (2),p(2)) is Lebesgue measurable in z := (z,1)
for each u € Ky and is continuous in u for each z € Q). For this case, see [37, 14.29 Example,
14.37 Theorem)].

If K. is only lower semi-continuous in u for each z € @), then, in general, we cannot guarantee
that @ is Lebesgue measurable; see also the paragraph following [37, 14.28 Proposition|. However,

|lu—d| for |lu—d|>s

in the case of g (u) := { ,d e R, s> 0, as considered in the section on

0 otherwise
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numerical experiments, we can prove that starting our SQH scheme with an initial guess u° that
is Lebesgue measurable, we obtain iterates u* that are Lebesgue measurable, see Section 5 for
details. For the remaining part of this section, we assume that u, which is generated in Step 2 of
Algorithm 4.1, is measurable.

In order to prove that, by increasing € in Step 4 of Algorithm 4.1 (e < o¢), a € is obtained such
that the condition for sufficient decrease is satisfied, we present the following lemma. A similar
result is proved in [10].

Lemma 4.2. Let (g,a) and (yk, uk) be generated by Algorithm 4.1, k € Ny, and @, u* be measur-

able; denote du := @ — u*. Then, there is a 0 > 0 independent of € such that for e > 0 currently

chosen by Algorithm 4.1, the following holds
T (g,a) = J (y*,u*) < — (e = 0) [dull72q). (15)
In particular, J (y,a) — J (yk,uk) <0 fore>4.

Proof. We denote 6y := § — y*. In this proof, we have as in Algorithm 4.1 that
K, (x,t, yk,ﬂ,uk,pk) < K, (:v,t,yk,w,uk,pk) for all w € Ky, and thus

K (z, ", a,ub, pb) < K (2t 9", ub b, p*) = H (2,t, 4%, uF, ph)

for all (z,t) € Q. To obtain (15), we perform the following estimates where we use the Taylor
expansion of the map y — H (+,-,y,-,-), see [4, Chapter VII, Theorem 5.8 and Remark 5.9] and
[4, Chapter VII, Theorem 5.2]

J (g, a) = J (y*, u*)
= / F(z,t,5,u) — F (x,t,yk,uk) dxdt
Q

:/F(xty, @)+ ptu —p u—F(x,t,yk,uk’)—pkuk+pkukdxdt

Q

= / H (x,t,g,ﬁ,pk) —pfu—H (a:,t,yk,uk,pk) + pPufdadt
/H z, ty" + 6y, @, p") — H (z,t,y*, 0", p*) + p* (u* — @) dzdt

/H x oy a,p") + (v —ya) Oy + 5 (51/) — H (x,t,y" v, p*) dudt

= / Ke (x7t7yka aauk7pk) — € (5U>2 - H (x7t7ykﬂ ukapk) + % (53/)2 dxdt
Q
T ) )

n / _ <(pk) ,5y) + D (Vph, Voy) — <(§y) , pk) — D (Véy, Vp*) dt
0

< / —e(0u)” + L (6y)? dadt.
0 2

11



Notice that in the first before last step, we use integration by parts [44, Theorem 3.11] using the fact
that 0y (-,0) = 0 and p* (-, T') = 0, because of the initial condition for the state and the terminal
condition for the adjoint, respectively. We have that ||dy (-, t) ||L2 @ < c(D)[[ou(-t) ||%2(Q) for all

€ [0,7], ¢(D) > 0. This can be seen as follows; similar to [28, (6.3)]. Consider the difference
between (1) with u < @ and y < ¢ and the same equation (1) but with u < u* and y + y*. We
obtain

//5yxt z) + DVdy (z,t) Vo (2) dedt = //5uxt (z) dzdt,

from which we have

1d T
/OthHc?y( ) 122y + DI Vay (-, )||%z(mdt§/0 16w (-, 8) |22 10y (-, 1) 720t

according to [19, page 287, Theorem 3] and the Cauchy-Schwarz inequality, see [2, (2.2)]. Next,
we have

1 T
3 (18 () By = 100 (0 ) + DIVl < [ 1160 (,0) sy 198 10) [t
for some ¢ > 0. Thus, as |0y (-,0) H%Q(Q) = 0, we obtain

IVoyllz@) < ¢ (D) [|0ullL2(@),

for some ¢ (D) > 0. Furthermore, by the Poincaré inequality [2, (6.7)], we have for ¢ > 0

T T
10yl L2(@) = \//0 16172yt < C\//O VoYl 72yt = & Voylr2 @) < c(D) loullr2()-

Thus, we have

T
168112200, / / (69)° ddt = / 18 (1) |22t < ¢ (D) / 161 (- £) 22yt
— ¢(D) |5ul%(

We conclude as follows

1 1 1
/Q—e(éu)2 + 3 (6y)” dedt = —eHduH%g(Q) + §H5y|]%2(Q) < (—e + 50(D)> H§u||%2(Q),

which proves the claim with 0 := 2D ). ]

Next, we prove a lemma stating that Algorithm 4.1 stops when u* is a solution to (12).

Lemma 4.3. Let y* and u”* be generated by Algorithm /.1, k € Ny, and u* be measurable. If the
iterate u® is optimal, then Algorithm /.1 stops, returning u".

12



Proof. If u*, k € Ny is optimal, then we have that H (x,t, Y, u’“,pk) = minyeg, H (:c,t, Y, w,p’“)
for almost all (z,t) € @ and thus

K (z,t, g5 ub o pf) = H (w,t, 4", ", p*) < H (2,t,9",w,p")
< H (w,t,5%,w,p%) + € (w—u ()" = Ke (2,8, 5%, w, ", ") |

for all w € Ky and for almost all (z,t) € . That means that an optimal solution is always
among those candidates being selected by our algorithm. On the other hand, once having an
optimal solution u*, we have to exclude that there is a (i,f) € (@ where v* is optimal and a @
with (@ (z,t) — u* (x,t))2 > 0 such that K. (z,,y", a,u*, p*) < K, (Z,,y", u*,u*, p*) in order to
ensure that Algorithm 4.1 stays in its determined optimal solution u*.

Suppose K, (5:, t,y*, a, uk,pk) < K. (55, "k uP, uk,pk). First, we have, because of the optimal-
ity of u*, that H (i,f, yk,uk,pk) <H (i,f, yk,w,pk) for all w € Ky, especially for w = (i,i)
Then, we conclude from

KE (i‘7 fa yk7 ﬂ’? ukapk) S KE (537 t~7 yk7 uk7 ukapk) )
and the optimality of u* that

H (&, 95 u*, p") + e (@ (7,1) — u* (7,0))° < H (&,1,", @, p") + € (@ (5, F) — u* (£,1))°
= K. (2,6,y", a,u", p*) < K (2,8, v, u",p*) = H (&,1,y

and consequently e (ﬂ (f,i) — ¥ (f,i))Q < 0. Algorithm 4.1 has updated the initial guess u°
at most k times where € is diminished by € < (e. Thus, we have that ¢ > 0 and therefore
(ft (37:, ﬂ — b (i, Q)Q < 0, which means that % = u* almost everywhere as the calculation holds
for any (f, f) € Q where u* is optimal. Thus du = 0 in the L? (Q) sense and Algorithm 4.1 stops
and returns u". O

The following theorem states that the iteration over the Steps 2 to 4 in Algorithm 4.1 (no stop-
ping criterion) generate sequences (u"‘)k ox, and (yk)k cx, Such that the cost functional J (y*, u")
monotonically decreases with limy_q [|[u® — u**||12(g) = 0. A similar result is proved in [10]. In
the view of Lemma 4.3, we assume for the rest of this section that no element of the sequence
(uk)keN is optimal. Furthermore, we assume that each u*, k € Ny, is measurable.

Theorem 4.1. Let the sequence (yk)keNo and (uk)keNO be generated as in Algorithm j.1 (loop over
Step 2 to Step 4). Then, the sequence of cost functional values J (yk,uk) monotonically decreases
with

lim (J (yk—&-l’uk—&-l) _J <yk’uk)) —0,

k—00

and

i k+1 _ ok —0.

Jim fju u'l|z2(q)
Proof. Due to Lemma 4.2, we have that Algorithm 4.1 determines € > € in finitely many steps
and we obtain an update of the control that reduces the value of the cost functional by at least
—(e—0) [[u*" — ukH%Q(Q)'

13



If the update is rejected because J (§,a) — J (y*,u*) > —nlla — ukH%Q(Q), then e is further
increased until € — 6 > n and thus

T (@) = J (4 u*) < = (e = 0) - u¥[|72q) < —nlli — u*|[Z2q). (16)

Therefore there is an update after at least finitely many increases of € in Step 4 of Algorithm 4.1
and we have that u**! <— @ with corresponding @. Then we always have J (y*™, u**1) < J (y*, u¥)
and thus the sequence of iterates J (yk, u’“) monotonically decreases.

As the cost functional is bounded from below, we have for any p > 0 the existence of k such
that

— <.J (yk-l-l’uk—&-l) —J (yk’uk) <0, (17)

because any sequence bounded from below converges, see [3, Chapter 11, Theorem 4.1, Theorem
6.1] for details.
Finally, as (16) also holds for u*™! instead of @, we obtain from (16) and (17) the following

pn == (J (L dh) = T (yF, b)) =l = MG 2 0,

for k sufficiently large and thus 0 < [Juf+! — uk||%2(Q) < p for k sufficiently large. As p > 0 can be
k+1

chosen arbitrarily small, we have limy_,o [|u*™ — u¥||12(g) = 0. O

We remark that the result of Theorem 4.1 means that there exists a k € N such that the
Algorithm 4.1 stops at the k-th iteration where [[u**" —u"||, ) < & as & > 0.

Notice that, if u determined in Algorithm 4.1 Step 2 is measurable, then due to the pointwise
bounds, we have u € U,y and thus especially (u’“)keN C U,

In general, if the cost functional is discontinuous, we cannot prove that @ returned by the
SQH method represents the optimal control sought. On the other hand, assuming a continuously
differentiable g, then we can prove that @ satisfies the optimality condition
fQ VJ () (z,t) (w(z,t) —u(x,t)) dedt > 0 for all w € Uyg; see [44, Lemma 2.21], where J (u) :=
J(y (), u).

In order to prove this fact, let us introduce the Euclidean projection Pg, : R — Ky, see [8,
Proposition 2.1.3 (Projection Theorem)], and the reduced gradient VJ (u) := au + v g (u) + p,
see [44].

Now, with an analogous calculation as in [10, Theorem 3.2], we can prove the following theorem.

Theorem 4.2. Assume that g : R — R in (5) is continuously differentiable and there is a lower
bound ey > 0 for €. Then for each accumulation point u of the sequence (u")nGNO generated as in

Algorithm 4.1 (loop over Step 2 to Step 4) with limg_, b — || Leg) = 0, k € K CN, there is a

subsequence (uk) K C K, such that

keK’

k—o0

1
where u fulfils the following optimality condition

for all w € Uyq and almost all (z,t) € Q.
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Proof. We remark that € > 0 for each iterate u’;, k€ K. As uF+! minimises w — K, (x, t, y’;, w, u’;,p’;>
for all (z,t) € @ with uF+1 € Ky, we have that

a - - - ~ ~
. 1}+1Ke (x7t7yk’uk+1’uk’pk) (w _ uk+1)
u

- (o ) G o)) (o) 20

for all w € Ky and for all (z,t) € Q, see [44, Lemma 2.21]. Equivalently, we can write

- - 1 a - - -
uk+1 - PKU (uk - a5 S H <I7t7yk7uk+17pk)> ; (18)

2€ Oykt1
see [8, Proposition 2.1.3 (Projection Theorem)]. Additionally, we have
P _ 9 EoE R
VJ (u ) =—H <1:,t,y Lut,p ),
ou®

compare with (8). Starting from (18) and adding and subtracting equal terms, we have
Ky % % auk+1 UL, Y P

— Py, (u%—%%]i(xt(y uk,p ))

Thus, using the triangle inequality and [8, Proposition 2.1.3 (Projection Theorem)| and € > ¢, we
obtain

~ ~ 1 ~
< ||ul~c . ];—HHL?

1 H (2.1 9 0 H (.1 9
x, uf , - — T, u® , 2
2¢€ 8u’“+1 y L Ouk y p @

1 : : o ;
ko ke L B1) i
< o~ s + 5 (auu i+l (4547) = 2 () o)

Now, we have the following estimates ||y* — Ullr2g) < c||luF — || r2(@), and analogously IpF —

Pllr2q) < cllu” — @l r2(q), ¢ > 0 where § is the solution to (1) for u < @ and p is the solution to (7)
for y <— y; see the proof of Lemma 4.2. For each accumulation point @, there exists a subsequence
within the sequence generated as in Algorithm 4.1 that strongly converges to % in L7 (Q)) according
to our assumption. Using || - |[2(q) < || - [|ze(@); see [1, Theorem 2.14], and [7, Proposition 3.6,

Remark 3.7], we obtain a subsequence, (uk rexer 1€ © N, with the following pointwise convergence

limy oo u (2,t) = U (2, t), limg oo y* (2, ) = 7 (z,t) and limy_,o p* (x,t) = p(,t) for almost all
(x,t) € Q. Consequently, we have

0 0
lim VJ (u") = I}ggo ou® + 7549 () gt + P = ot + 7549 (w) lu=a + D=V J (1), (20)

k—o00
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for almost every (z,t) € Q. If we take the limit on both sides of (19), considering the pointwise
converging subsequence, we obtain

k—o0

. 1
lim ||u* — Py, (uk — ZVJ (uk)> | 22(q) = 0, (21)

where we use Theorem 4.1 for the first and second term and the dominated convergence theorem
[7, Proposition 2.17], [7, 2.2 Measurable and Borel functions] and [3, II1.3 Theorem 3.6] with the
bounded image of u*, k € K for the last term.

Next, we prove that V.J (u) (z,t) (w (z,t) — u (z,t)) > 0 for all w € U,q for almost all (z,t) € Q.
For this purpose, we start with

1
v* = Py, (uk - 2—€VJ (uk)> ,

for almost every (z,t) € Q. This is equivalent to

(v"" —uf+ %VJ (uk)) (w—2") >0,

for all w € U,q for almost all (x,t) € Q, see [8, Proposition 2.1.3 (Projection Theorem)]. Then we
have

(5 ) (= o¥) + 59T () (w0 — o) 2 0
Adding and subtracting u*, we obtain
2¢ (VF —uF) (w—0*) + VI (uF) (0w — u*) + VI (u*) (u* —oF) > 0. (22)

Due to |w — v*| < 2max (|ug|, |up|) and the upper bound o ( + ) for € because of (16) and Step
4 of Algorithm 4.1, and the fact that converging sequences are bounded [3, II, Theorem 1.10]
combined with (21) and (20), we obtain the following by taking the limit in (22). We have

VJ(a)(w—u) >0,
for all w € U,y for almost all (z,t) € Q; see [3, Il Theorem 2.4] and [3, II Theorem 2.7]. O

This result also proves that fQ VJ () (z,t) (w(z,t) —u(x,t)) dedt > 0 for all w € Uy, see
[5, Chapter X Corollary 2.16]. Notice that, if ¢ is strictly convex, then @ is the optimal control
sought.

We remark that the analysis above is performed at a functional level and independently of the
discretisation used. However, for the numerical realisation of our optimisation scheme, we consider
the following finite differences setting [25], where we assume that the control is approximated by
a piecewise constant function.

We take a space-time cylinder @@ = Q x (0,7) with Q = (a,b)", and define the following
space-time grid

Qh,At = {(ﬂfil...imtm) ) | Tiy.in € Qp, t, =mAt, m € {17 --~>Nt}}7
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where
Q, ={(a+u41h,...;,a+i,h) eR" i; € {1,..N—-1},5€1,...,n}.

The space and time mesh-sizes are given by h := b_T“, At = % We assume that the grid points
(i) 4, tm) and t,, = m At are ordered lexicographically.

In order to compute the state and adjoint variables, we approximate (1) and (7) using the
implicit Euler scheme and finite differences. For the computation of the integrals appearing in J
and for the integration of H (see below), we use the rectangle rule; see, e.g., [41].

5 Numerical experiments

In this section, we present results of numerical experiments to validate our optimal control formu-
lation and the convergence performance of the SQH method.
For the lower semi-continuous function g in (3), we choose the following

u—d for lu—d| > s
o (1) :={' | for Ju—d] (23)

0 otherwise .

Notice that Gy (u) == fQ ga,s (u(x,t)) dedt measures zero costs as far as the control u is in
the L' closed ball centered in d € R with radius s > 0. If u is in the complement of this ball, then
the cost given by Gy is of L! type. It can be shown with an elementary calculation that G is
a discontinuous functional (e.g., consider the case of constant controls).

In our numerical experiments, we consider @ = (a,b) with a = 0, b = 1 and T" = 1. The
initial guess for the control and the initial value gy, for the state is the zero function. Furthermore,
k=10"% (=3, 0 =>50and n = 10"". The initial value of € equals 2.

The numerical parameters are set as follows, N = 100, N, = 200, D = %, and if not otherwise
stated a = 107°, v = 10~!. Furthermore, we have, Ky = [0, 10] and

where Z (t) := zo+2 (b — a)sin (27%), 2o = %2, and ¢ = ;L (b — a). We choose the cost functional
J as in (3) - (4) with the desired trajectory (24) and set d =0, s = 1.
The augmented Hamiltonian K, (z,t,y,u,v,p) is minimised as follows. As y and p are held

fixed, we have

o
Ke (x7t7y7u7vap) = EUZ + go,z <U) +pU + E(U - U>2 .

Its minimum can be exactly given by a case study as follows.
If 0 <u<s, wehave K. (x,t,y,u,v,p) = $u® + pu+ € (u — v)2 with its minimum at

uyp := min | max | 0, ,5 ] .
2e +«

If s < u < 10, we have K, (z,t,y,u,v,p) == Su® + yu+ pu + € (u — v)2 with its minimum at

Qev —
Ug := min (max (3, w) ,10> .
2¢e +
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Then the minimum of K, over K is given by

u = argmin K, (z,t,y,w,v,p) = argmin K (z,t,y,w,v,p).
weKy we{u,uz}

Next, we remark that u, as a function, is Lebesgue measurable assuming that the last iterate
v is also Lebesgue measurable. To illustrate this fact, denote with z := (z,t), and notice that
p is Lebesgue measurable since it is the solution to (10). Thus, we have that u; and uy are
Lebesgue measurable functions; see [15, Proposition 2.1.4, Proposition 2.1.7]. Further, we have
that K, (z,u1 (2)) := K. (2,5 (2) ,u1 (2),v(2),p(2)) and
K. (z,u1(2)) == K (2,y(2),u1(2),v(2),p(2)) are Lebesgue measurable according to Lemma
6.3 in the Appendix and because the sum and the product of Lebesgue measurable functions is
Lebesgue measurable; see [15, Proposition 2.1.7].

Now, the function u (z) is given by

u(z) = {ul () if I:(e (z,u1 (2)) < [:(6 (2,3 (2)) |
ug (z) it K (z,u1 (2)) > K (2,u2 (2))

According to [15, Proposition 2.1.1] and the following paragraph, u is Lebesgue measurable if and
only if the set {z € Q| u(2) > ¢} is Lebesgue measurable for any ¢ € R. To show this fact, notice
that the following holds

(zeQlu(z)>ct = ({z €Qlu(z)>chn {z € Q| K. (z,u1 (2)) < Ko (2, us (z))})

. ) (25)

U(fre@lu) > dn{zeq K (u (2) > Kz @:)}).
Thus u is Lebesgue measurable, as the intersection and union of finite Lebesgue measurable
sets is Lebesgue measurable, see [5, IX Theorem 5.1, Remark 1.1], if and only if the single
sets are measurable. Now, we have that the sets {z € Q| u; (z) > ¢} and {z € Q| uas (2) > ¢}
are Lebesgue measurable for any ¢ € R as u; and uy are Lebesgue measurable; further the set

{z € Q| K, (z,u1 (2)) < K. (z,uy (z))} is Lebesgue measurable, see [15, Proposition 2.1.3], and

{Z € Q| K (z,u1 (2)) > K (2, us (z))} =Q\ {z € Q| K. (z,u1 (2)) < K. (2, us (z))}

is Lebesgue measurable according to [5, IX Remark 1.1].

Next, having completed the theoretical discussion, we perform the first set of experiments
using Algorithm 4.1 to solve our optimal control problem. The SQH algorithm converges in 29
iterations and we obtain the state and control functions depicted in Figure 1. The plot of the
control function shows clearly the action of the discontinuous cost of the control given by go; and
the presence of the control’s upper bound at 10.
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Figure 1: Optimal solution for the first experiment setting.

With the second experiment, we present results to investigate how well the solution of the
SQH method satisfies the optimality condition given by the PMP. For this purpose, in Table 1 we
report the values of

(2,t)E€EQR, At weKy

AH = max (H(m t,y,u,p) — min H (x,t,7,w, p)>

The value of AH gives a measure of optimality of the SQH solution (7, u,p) and the results
reported in Table 1 demonstrate how AH decreases as we refine the mesh size and the value of &,
thus demonstrating an improvement in accuracy of the PMP solution by refinement.

In Table 2, we report results that aim at showing the ratio of numbers of grid points (x,t) €
Qn,ar where the optimality condition is satisfied to machine precision. For this purpose, in Table
2, we give the ratio of grid points where the following holds

H (z,t,y,u,p) — min H (z,t,7,w,p) ~ eps,

weKy
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with eps the machine precision given by 2.2 - 10716 in our case. We see that, independently of the
mesh size, at almost all grid points the PMP condition is fulfilled to machine precision, already
for Kk = 1075,

K -1 — - 11 —1
N, x N 10 1073 1076 10 1016
100 x 200 3.43 19.00-1073 [ 5.68-1073] 1.27-10°% | 7.29-107*
200 x 400 3.42 | 5.34-107% | 5.17-10~* | 5.17-107* | 5.17-10~*
400 x 800 3.41 [ 1.06-1072|6.89-1073 | 6.70-10~* | 6.70-10~*
800 x 1600 3.41 [1.13-1072[3.93-1077 | 1.82-10719 | 7.08 - 10~ 1

Table 1: Values of AH of the SQH solution with different choices of the value of .

K -1 -3 -6 —11 —16
N, x N 10 10 10 10 10
100 x 200 0 0.9973 | 0.9988 | 0.9995 | 0.9998
200 x 400 6.28 - 107> | 0.9966 | 0.9998 | 0.9998 | 0.9998
400 x 800 6.70 - 10~* | 0.9934 | 0.9981 | 0.9998 | 0.9998
800 x 1600 1.59 - 1073 | 0.9868 | 0.9998 | 0.9998 | 0.9998

Table 2: Ratio of grid points at which the Pontryagin maximum principle is fulfilled to machine
precision to the total number of grid points.

In the third experiment, we investigate the computational performance of Algorithm 4.1 with
respect to different choices of the optimisation parameters. In Table 3, we report the total number
of iterations and corresponding CPU times for convergence with different values of o and ~. Notice
that a similar computational effort is required in all cases. Further, we see that the value of the
cost functional decreases if o and v decrease, and this is also true for ||y — yallr2(g)-

o [ v [k [CPUtme/s | J [lly—valzo |

1071 [ 107° | 14 0.5 1.64 1.766037
1073 | 107° | 43 1.5 1.33 1.621753
107 | 107 | 57 2.0 1.31 1.621513

0 1070 | 63 2.2 1.31 1.621513

0 0 62 2.1 1.31 1.621513
107° 0 S7 1.9 1.31 1.621513
1075 | 1073 | 51 2.0 1.32 1.621521
1070 | 1072 | 39 1.3 1.34 1.622160
107° [ 1071 | 29 1.0 1.52 1.661420

Table 3: Computational performance of Algorithm 4.1 with respect to different choices of values
of the optimisation parameters.

The fourth numerical experiment deals with the complexity of Algorithm 4.1. Let Ny, € N
denote the total number of space-time grid points. We solve the same optimisation problem as in
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Figure 1 using different meshes. The resulting CPU times are reported in Figure 2 and detailed
in Table 4. In Figure 2, on the abscissa, we have the number of total grid points N, and on the
ordinate the CPU time (sec) required for convergence. Notice that the data points are fitted by a
linear model.

Nox M 11x2[2x2[2x4[4x4][4x8[8x8|8x16]16x 16 |

100~ 100
CPU time/s | 0.9 | 2.6 | 53 | 12.0 | 183 | 40.6 | 96.5 | 186.9 |

Table 4: Data points for Figure 2.

150

100 -

. . . . .
500000 1.0x10° 1.5x10° 20x10° 25x10°8

Figure 2: Computational complexity of Algorithm 4.1. The data points (dots) are fitted by a
linear model.

Now in the fifth experiment, we use the same setting as for the investigation of the computa-
tional complexity of our algorithm, but choosing v = 0. With this choice the discontinuity in the
cost of the control is removed and we can compare our SQH scheme with the well-known projected
Hager-Zhang-NCG (pNCG) method with Wolfe-Powell step-size strategy [11]. Additionally, we
perform the comparison with a projected gradient method with Armijo step-size strategy (pGM).
The minimum of the augmented Hamiltonian K., (x,t,y,u,v,p) is given by u = ifgf . Further-
more, in the attempt to have the same convergence criterion for all methods, we stop the different
iterative procedures if the square of the discrete L?>-norm of the difference of the control function
u between two iterations is less than 107°.

The purpose of this comparison is to address the question of how the SQH scheme performs in
the case of continuous cost functionals with respect to a standard optimisation strategy. In Table
5, we see that the pNCG method in most cases outperforms our SQH method. On the other hand,
one can see in Table 6 that the SQH method performs better than the pGM scheme.

For the case of a = 107!, we take 0 = 2.1 and ¢ = 0.9 in Algorithm 4.1 instead of o = 50 and
(= %. We remark that the convergence performance of Algorithm 4.1 depends on the choice of
o and ¢ whose convenient choice of values may result from numerical experience, as in the setting
of different linesearch methods.
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B SQH PNCG
@ | Nop = NxNi =551 time/s | number iteration | CPU time/s | number iteration

1071 200 x 400 0.7 23 1.6 15
1071 400 x 800 2.8 23 3.6 15
1071 800 x 1600 11.6 23 12.2 15
1073 200 x 400 1.0 33 1.1 8
1073 400 x 800 3.9 33 2.6 8
1073 800 x 1600 18.6 40 8.6 8
107° 200 x 400 1.4 44 1.1 7
107° 400 x 800 6.8 58 2.5 7
107° 800 x 1600 24.5 54 30.1 49
1077 200 x 400 1.7 61 1.0 7
1077 400 x 800 7.2 60 2.4 7
10-7 | 800 x 1600 19.2 42 7.9 7

Table 5: Comparison of the SQH scheme with the pNCG method.

B SQH pGM
@ | Nop = NxNe =551 time/s | number iteration | CPU time/s | number iteration
1071 200 x 400 0.7 23 1.8 40
1071 400 x 800 2.8 23 3.6 40
1071 800 x 1600 11.6 23 12.7 40
1072 200 x 400 0.8 23 8.5 272
1072 400 x 800 2.9 24 23.9 272
1072 800 x 1600 11.9 24 86.6 272
1073 200 x 400 1.0 33 20.3 679
1073 400 x 800 3.9 33 58.6 675
1073 800 x 1600 18.6 40 214.6 675

Table 6: Comparison of the SQH scheme with the pGM method.

For further illustration of our optimisation framework, we perform the sixth experiment with
g(2) := g1 () = |2|2, which is a lower semi-continuous non-convex function. Moreover, we choose
a discrete Ky = {—30, —15,—5,0,5,15,30} that models the fact that the control function u may
take only a finite set of values. This is intended to demonstrate the easy applicability of the SQH
scheme to this kind of optimal control problems. In this experiment, the desired state is given by

t
Ya (z,t) = Hsin (27TT> ;

see Figure 3.
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Figure 3: Desired function y; = 5sin (2%%).

Further, we take o = 5-107%, v = 1-1073, N = 200 and N, = 200. The parameters of
Algorithm 4.1 are set as follows. We have 0 = 1.1, ( = 0.5, 7 = 107°, k = 1075, v = 0 and the
initial guess for € is given by % 1077, The results are depicted in Figure 4, where we clearly see
how the admissible control values are taken by the control function.

An analogous numerical test of optimality, as the one related to Table 2, provides the following
result. We have that the inequality 0 < H (z,,9, 4, p) —min,ex, H (z,t,9,w,p) < 107 is fulfilled
at 100% of the grid points for [ = 2 and at 99.19% of the grid points for [ = 12 with the returned
values (7, 4, p) of the SQH method method, where the minimum of H over Ky is determined with
a secant method. We remark that, for o = 0, the cost functional consists only of the control cost
| - |%, which promotes sparse bang-bang solutions. For this reason, the L? (Q)-cost is included to
ensure that the control also takes intermediate values in K.
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(a) The state y (b) The control function u as contour plot

09
i 08
{l U |w” l ‘
0.7

06

! H - 05
MWW\WNM‘W W “mewmwWyﬁ‘ ™ ‘ °j4

03

02

0.1

0

0 0.2 0.4 0.6 0.8 1
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Figure 4: Results with Algorithm 4.1 for the cost functional (3) with g(-) := |- |2 and Ky =

{=30,—15,-5,0,5,15,30}.

To conclude our series of experiments, we choose the following lower semi-continuous step
function

T for|z] > 6
g(z)i=g2(2) =X1 for3<|z| <6
0  otherwise
and Ky = [—10,10]. In this case, while the control function may take a continuous set of values,

the cost of the control is piecewise constant. The augmented Hamiltonian is minimised by a secant
method as mentioned in Section 4. The problem’s parameters are set N = 200 and N; = 200,
a=0,3=10"0=50,(=5,7=10"7 =105 u° = 0 and the initial guess for ¢ = 2.
The results for this case are depicted in Figure 5 where one can see the stepwise structure of the
control.

Besides the reduction of the functional to an observed minimum value, an analogous numerical
test of optimality, as the one related to Table 2, provides the following result. We have that the
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inequality 0 < H (z,t,9,4, p) — minyer, H (z,t,7,w,p) < 107" is fulfilled at 100% of the grid
points for I = 2 and at 99.53% of the grid points for [ = 12 with the returned values (7, @, p) of
the SQH method, where the minimum of H over Ky is determined with a secant method.

o 0 0.1 02 03 04 05 06 07 08 09
X

(a) The state y (b) The control function u as a contour plot
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(¢) The control function u (d) The control function u viewed from above

Figure 5: Results with Algorithm 4.1 for the cost functional (3) with g = ¢g» and Ky = [—10, 10].

6 Conclusion

This paper was devoted to the investigation of a sequential quadratic Hamiltonian (SQH) scheme
for solving parabolic optimal control problems with discontinuous and non-convex cost functionals.
The formulation of this scheme was inspired by the earlier works [26, 27] and [38, 40] that were
proposed for solving smooth ODE control problems. However, while these methods cannot be
applied in a PDE context because of a lack of robustness or prohibitive computational costs, it
was shown that the SQH method is robust and has a computational performance that is typical
of pointwise iterative schemes.

At the core of the SQH formulation was the characterisation of optimal controls by means
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of the Pontryagin’s maximum principle. Within this framework and in a general setting that
included discontinuous and non-convex cost functionals, it was proved that the SQH method is
well-defined. However, convergence to an optimal solution was proved only in the smooth case.

The efficiency and robustness of the proposed SQH scheme was successfully demonstrated by
results of numerical experiments and the unmatched large applicability of the SQH method was
illustrated considering different settings.

These encouraging results suggest further development and improvement of the SQH scheme.
On the one hand, the investigation of this scheme to solve PDE control problems with state
constraints and nonlinear control mechanisms. On the other hand, the acceleration of the SQH
method by a multigrid strategy in order to obtain fast solvers for discontinuous and non-convex
PDE control problems.
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Appendix

6.1 A L* estimate

For our governing PDE model, we prove a L result that is essential in the Pontryagin maximum
principle framework. However, we prove this estimate in a more general model setting as follows

(' (1), v) + B (y,v;t) = (h (1) ,v) in @ x (0,T)
y=0on 90N x [0,7] (26)
y =yo on Q2 x {0},

with bounded Q@ C R™, T > 0 and ' (-, t) := 2y (-,t) where B (y,v;t) : H} x H} x Rf = Ris a
bilinear map with the coercivity condition S|y (-, ) ||3{5(Q) < B(y,y;t), B> 0and B(—k,v;t) <0
for kK > 0 if v > 0 for any ¢t € [0,7]. Furthermore, we require that h € LY(Q), ¢ > § + 1,
Yo € L () and that (26) has a unique solution fulfilling y € L* (0, T; H} (2)) N L> (0, T; L* (Q))
and y' € L*(0,T; H ' (2)), such that (26) holds for almost all ¢t € [0,7] and all v € H{ (Q),
see [19, Chapter 7] for details. With the following lemma, we prepare for the proof of Theorem
6.1 below. This result and a similar proof can be found in [34] or [28, Chapter 7 Theorem 7.1,
Corollary 7.1]. For the notation see [1].

Lemma 6.1. Let y € L7 (0, T; W, (Q)) N L> (0,T; L* (), with ¢ > 1, p> 1. Theny € L7 (Q)
with o = aner and there exists a constant ¢ > 0 with

P9
\/Q |y (.Tat) |Jd$dt S C||y||foo(07T;Lp(Q)) \/Q |Vy (l’, t) |qdﬂ7dt
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Proof. By applying the Gagliardo-Nirenberg theorem for o := ¢Z:* > 1, see [33, Lecture II], we
have

% q 1-4
( [1te0 |”dx) < CITy (D) eyl 1) 1),

for all ¢ € [0, 7] and thus equivalently

([ o) de) < 1900 Bl () 15"

By integrating over ¢, we obtain

4 o o g q (1_§>U
i Q\y(%t)\ dzdt < C i IVy (o 8) (e lly (o0 Nl o) dt-

Since y € L> (0,7 LP (2)), we have

T
/ / 1y (2, ["dzdt < Cllyl| o miimieny / 195 () 14 gt

Inserting the definition of ¢ on the right hand-side of this inequality, we obtain the statement of
the lemma from the identity

T T
| 19w it = [ [ 9ty paode = /Q Yy (1) [,

and ¢ := C°. O

The next lemma is also used in the proof of Theorem 6.1. This lemma is proved in [46, Lemma
4.1.1].

Lemma 6.2. Let ¢ (t) be a nonnegative and nonincreasing function on [kg, 00) satisfying

o < (20) 0" v k2

m—k

for some constants M > 0, a« > 0 and 8 > 1. Then there exists a d > 0 such that @ (m) =0 for
all m > ko + d. It is sufficient for this statement to choose d := M2FT (¢ (k:o)) o,

Theorem 6.1. The solution to (26) is essentially bounded with
1yl < Cllllza@) + I9oll= @),
where C' > 0.

Proof. We choose k > ||yollz=) > 0. As y(-,t) —k € H'(Q) for any ¢ € (0,77, it holds that
(y—k), (- t) == max (y (-,t) — k ,0) € H} () for any t € [0,T], see [16, Chapter 4, Proposition
6]. Then, we choose v = (y — k;)+ (-,t) in (26) and obtain

(y/('ut)a(y_ k)+ ('>t>) + B (y_ k? (y_ k)+;t) < (h ('7t)><y_ k)+ ('>t>)>
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for any t € [0, 7], where we use

By, (y=k) ;t) =By, (y—k) 5t) + B(=k,(y— k) ;t) =By —k,(y—k),;t),

for any ¢ € [0, 7] and thus with the coercivity condition

((y - k); ) (y - k)+) + BH (y - k)+ ('7t> H%{&(Q) < (h ('7t) ) (y - k>+ ('7 t)) ) (27>

for any t € [0,7]. Notice that (y — k), (-,t) =

B((y—Fk)y.(y—k), 5t) and y (-,1) = (y(
also in the case y—k >0as (y—k), (1)
[15, page 46] and

0if y—k < 0 and therefore B (y — k, (y — k), ;t) =
1) — ) ( k) (-,t) due to the blhnearlty and
= (y(-,t) — k). Next, as (y — k), is measurable, see

T T T
[ 10 0B < [ 16060 Byt = [ lolfigad <o,
and
T T ) T )
| =m0 )yt < [ (=R 60 e dt= [ @600 < .
for all v € H} (R2), we obtain with [19, 5.9 Theorem 3] the following

(5 =), (o= 8).) = 5l 0= K (1) By

Thus with (27) we get

__H (y - k)+ ('7 t) H%Q(Q) + BH (y - k>+ ('7t) H?{(%(Q) < (h ('vt) ) (y - k)Jr ('7t)) ) (28>

for any ¢t € [0,7]. By taking the absolute value of the right hand-side of (28), renaming the
variable t into ¢ and integrating over it from 0 to ¢, we obtain

30— K0, 0y + 8 [ 1= R0 (D) gatf < [ [0 =B, (0.) o
S/o /Q\h(ac,f)(y—k)Jr (z,1) |dxd,

(29)

where, because of the definition of k, we have || (y — k), (-,0) ||%2(Q) = 0. From (29), it follows
that

=), uwﬁmns/'/vwaa@—k>@ﬁMMﬁ, (30)
5/||y k)y (1) I o dt<//|hx£)y k), (@,t) |ddt. (31)
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By the monotonicity of the square root and taking the supremum, we obtain from (30) that

1 T R
\/;H (y = k) llzeo7,12(0) < \//0 /Q|h (2,7) (v — k), (2,%) |dudt.

Further with this inequality and (31), we obtain the following

(1= o + IV 0= R o) < [ [ I =00, 0 ldast, (32

for C' := min { T 2} > 0 and renaming f into t. Then we can apply Young’s inequality, see [7,
(3.4)] and obtain

Iy = k), HZ;QOTLz(Q IV(y - kMIZz“Q)

2n+4 2n+4

2n+4 —~ 2n n2n 2n
<2 (=0 ) g (1900155

2n+4
<= (H (Y = k); o2 + IV (v = K, Hia(@).

This result and (32) imply the following

n+2 nt2

4C " 4 P
(2n+4> (1= 00 VitV =81, o) < ([ 1bGoot) =), (0 basar)

(33)
Then by Lemma 6.1, we have that
4
=R et <l = 0, W IV 0= ), Wy
with ¢ > 0. This inequality and (33) imply the following
n+2
C [ (y=k)> (1) dadt < ( / (2, t) (y — k), (2,1) |dxdt> " dadt, (34)
Q Q
_ 5 n+2
where C' := ((@;—%) " > 0. Consequently, we have
nt2
_ nt2 n
C'/ (y — /{:) " (z,t) dadt < ( |h(z,t) (y — k) (2,1) |dxdt> dxdt, (35)
Ay Ag

where Ay := {(x,t) € Q| y (z,t) > k}. The set Ay is measurable, see [15, Proposition 2.1.1 and
page 42]. By estimating the right hand-side of (35) with Holder’s inequality, see [19, page 622],

we obtain
n+2

_ gnt2 ontd ;T—Tz; 2ntd mra\ "
C/ (y — k) " () dadt < < |h (x,t) |n+4d:icdt) ( [(y — k), (z, )] = dxdt)

n+4

o=

2n

:< m(x,t)\?ifdxdt) ( \(y—k)+(x,t)ywdxdt)
Ak Ak

(36)
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If fAk | (y — k), (1) 122 dxdt > 0, then (36) implies

n+4

_ n

C/ (y— k)2 (a, t)dxdt<( |h(x,t)|wdxdt> . (37)
Ay A

This is also true in the case of fAk | (y — k), (1) t) [ dadt = 0. We use Holder’s inequality again

for the right hand-side of (37), see [19, page 622], and obtain the following

n+4
n

o (y—k? :(:ct)d:cdt<(

Ay

Ih (z,1) |2£ifdxdt)

A

n(g—2)+4(q—1)

2n+4 n
q(44n q(4+n) n+4 2n q(n+4)
< ( / | 1>d:r;dt> ( / (|h(x t)y%i4>q i dwdt) (38)
Ak Ak

2n+4

n+d 2n+4 2n+4 n+d 2n+4 2n+4

=<(A|h<x,t>|wxdt)> A SR < A
k

where |Ag| is the measure of A;. Now, if we take m > k, then we have A,, C A;. Additionally,
we have that y > m on A,, and thus y >y —k > m — k on A, since k > ||yo|| ) > 0. Due to
y—k=(y—k), onA,, we obtain

2 n+2

/ (y — k:) " (x,t) dmdt>/ (y — k) w (x,t) dedt = / (y—k)* (x t)ydxdt > (h— k)" Al
A Am Am
k (39)
2n+4 n+4 2n+4
We combine (38) and (39) and obtain the following (m — k)* = |A | < C’||h||Lq Akl
C = Z. Therefore we have
" n 2n+4
Cn ) |y st
Ap| < Ag| e 40
4] < ( 1Rl A (10)

Now, we consider the case that ||h||1+(qg) > 0. We have that 22 > 0 for n > 1 and 2 — 2”+4 > 1
since ¢ > § +1. Therefore, we apply Lemma 6.2 and obtain that |A,,| = 0 for all m > C||h||Lq @+

4+2n 4q9—ngq 2q—n—

Yol (@), C = Cm2 wm-1 |Q) S where |Q| is the measure of Q. If ||h||ze@) = 0, then
we have from (40) that A,, = 0 for any m > k and any k > ||yo||r~(g). Therefore in the limit

for m — k and £ — ||yol|z=(q), we have that |A,,| = 0 for m > |yo||r=(@). Summarizing,
this means that the set A,, where the function y is such that y > C||h|raq) + l|vol|L=(q) has
measure zero. In the same way, if we follow the reasoning above for (y + k)_ := min (y + k,0)

and Ay = {(z,t) € Q| y < —k}, we obtain that the set A,, = {(z,t) € Q| y < —m} where the
function y is such that y < — (C||h||Laq) + [YollL=(q)) has measure zero. Therefore, we obtain
Iyllz=@) < Cllhllza) + 9ol o). =

6.2 Existence of a minimiser

Next, we give a proof of existence of a minimiser to the optimal control problem (2) on a compact
set U of L1(Q). A compact set can, in general, be constructed with the Kolmogorov-M. Riesz-
Fréchet theorem; see [12, Theorem 4.26] or [20]. Beyond the fact that a compact control set
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may not be satisfactory in applications, we remark that the PMP characterisation of an optimal
solution on such a set U is difficult. In fact, a needle variation can cause a smaller value of the
cost functional than its optimal value on U. Thus the proof of Theorem 3.3 is not valid in this
case.

Theorem 6.2. Let U be a compact set. Then the optimal control problem (2) admits an optimal
solution u € U.

Proof. For the proof, we follow the reasoning in [31, 44]. First, the objective functional J (y, u) is
bounded from below. Therefore, there exists an infimum
J = ;IG%;J(U) =J(S(u),u),
and a minimizing sequence (uy), .y With lim, J (u,) = J, see [3, II Theorem 4.1]. As U is
compact and (uy), .y € U, there exists a subsequence, still denoted by (uy), .y and u € U with
||n, — || o) — 0 for n — oo.
Now, we con81der ) )
J(u) = Je (u) + G (u),
where G (u) is given by (5) and J, (u) is the continuous part of .J(u). We have

J = lim inf J (un) = liminf (u,) + G ( un)> > lim inf .J, (up) + liminf G (u,),

n—oo n—oo n—oo n—o0

see for example [18, Theorem 3.127] for basic properties of the liminf. As the control-to-state
operator S : L7 () — L? () is continuous, the functional J, (u) is continuous from L9 (Q) to R,
see [3, IIT Theorem 1.8]. Therefore we have
liminf J, (u,) = lim J, (u,) = J, (@) .
n—oo n—oo
Next, we investigate the term liminf,, ., G (u,). From the strong L? (€2) convergence, we have
that there is a subsequence of (u,),cy, still denoted with (u,), .y, Which converges to @ almost
everywhere; i.e. there is a set € with Q\€ being a set of measure zero such that u, (z) — @ (z)
for all x € Q and n — 00, see [7, Proposition 3.6, Remark 3.7].
As lower semi-continuous functions are measurable and the composition of measurable func-
tions is measurable [7, Proposition 2.2], we can consider the composition f, := g o u,, and using
the Lemma of Fatou (see [7, Lemma 2.15]), we have

hmmf/ﬂg(un( ) da:_hmmf/fn ) dx > /ﬁliminffn (x) dx:/ﬁliminfg(un (x))dx. (41)

n—oo n—o0 n—oo n—00

If we define af = u, (x) — u(z) := a® for n — oo for every z € Q, then (a}),en s a converging
sequence in R for every z € €2 converging to a* for n — oo and thus we have

/Qliminfg(un (x))da::/gliminfg(afl) d@/ﬁﬂa%@:/ﬁﬂa (2)) da,

S N—00 A N—00

because of the lower semi-continuity of g. This gives

lim inf /Q (uy (2)) dr > / g (i () dz,

n—oo QO
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and

lim inf /Q g (up (2)) dz > / g (i () dz,

n—oo 0

as both [y o9 (un (2))dz = 0 and [y g (a(2))dz = 0; see [5, X Remark 4.4]. This proves the
following result

liminf G (u,) > G ().

n—o0

Therefore we have J > J, (@) + G (). Thus, the control @ € U is optimal. O

6.3 Measurability of composite functions

The next lemma states that the composition of a Lebesgue measurable function v : Q — R,
@ C R" n e N, with a lower semi-continuous function g : R — R is Lebesgue measurable.

Lemma 6.3. Let u: Z — R be Lebesgue measurable and g : R — R lower semi-continuous. Then
the composition gou : Z — R is Lebesque measurable.

Proof. By [15, Example 2.6.3], we have that u is Lebesgue measurable if and only if u : (Z, M) —
(R, B) is measurable where (Z, M) is a measurable space, M is the o-algebra of the Lebesgue
measurable subsets of R and (R, ) is a measurable space where B is the o-algebra generated by
the collection of open subsets of R.

Next, we show that ¢g : (R,B) — (R, B) is measurable, i.e. Borel measurable. We define
for any constant ¢ € R the set A := {z € R| g(2) <c}. Let (2,),cny € A be a sequence with
lim,, 00 2, = Z, then ¢ > liminf,, o g (z,) > g (Z), see [18, Theorem 3.127] for calculation rules of
liminf. This means that z € A and thus A is closed. By [15, Proposition 1.1.4] we know that A
belongs to B and thus by [15, Proposition 2.1.1 and page 42|, we have that ¢ is Borel measurable.
Then with [15, Proposition 2.6.1], we have that gowu : (Z, M) — (R, B) is measurable, which
means g o u is Lebesgue measurable. O
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