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Impulsive Noise

What is Impulsive Noise?

e noise is small in large parts of the domain, but large on small parts of
the domain
e occurs e.g. in digital image acquisition

caused by faulty memory locations, malfunctioning pixels etc.

popular example: salt-and-pepper noise
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Impulsive Noise

Inverse Problems with Impulsive Noise

we want to reconstruct fT from
g = F(fT) +E=gl+¢

where £ is impulsive noise
natural setup: F: D (F) C X — LY (M) C Y, possibly nonlinear

Favorable method: Tikhonov regularization

F(f)— g™

?a € argmin [
ar

fED(F)

;+R(f)}

Minimizer f, exists under reasonable assumptions.
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Impulsive Noise

How to choose ) and r
here: F = linear integral operator (two times smoothing) on M = [0, 1]

f

[e%

— argmin [HF _ gobs talflZay|, pP=1.2

feL2(M) LP(M)

computation of £! via dual formulation, see e.g.

[ C. Clason, B. Jin, K. Kunisch.

A semismooth Newton method for L! data fitting with automatic choice of regularization
parameters and noise calibration.
SIAM J. Imaging Sci., 3:199-231, 2010.

\ \
0.4 0.6
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Analysis of Tikhonov regularization

Theoretical state of the art

e known theory provides rates of convergence as [[¢]|,, tends to 0
e this does not fully explain the remarkable quality of the
L!-reconstruction!

Example: 'Most impulsive' noise. Y = 9t (M) (space of all signed

measures) and
N
§= E Cj(sxj-
Jj=1

with NeN, ;e Rand x; € M for1 <j < N.

N
Then [[llonnay = 2= |¢j| might be large! However
j=1

obs

N
+Ylgl = [e - ¢l
L1 (1) ; !

_ _ s T‘
&= 8™ o =&~

So £ does not influence the minimizer ?a!
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Analysis of Tikhonov regularization

Improving the noise level

"Most impulsive’ noise & influences g — Hg — gobs ) only as an

oo
additive constant, no influence on f,!
Idea: For general £ study the influence of £ on the data fidelity term

Hg — gObSH; for all g.

Variational noise assumption

Suppose there exist Corr > 0 and a noise level function
err: F(D(F)) — [0, o0] such that

r

i, —err(e). g F(DF)).

1
— €Iy = =— e |le—&

err

Hg_gob
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Analysis of Tikhonov regularization

Examples for the noise function err

r

g—g' —err(g), g € F(D(F)).

1
~ Il > =

err

Hg o gob
@ It follows from the triangle inequality that the Assumption is always
fulfilled with
Cop =271 and err = 2¢])3, .

@® In the Example of 'most impulsive’ noise (Y = M (M), r = 1) the
Assumption holds true with the optimal parameters

Cor=1 and err = 0.
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Analysis of Tikhonov regularization

Convergence analysis under the variational noise
assumption

e Bregman distance:
Dy (f.11) =R(F) =R (1) = (£~ f")

where f* € OR (fJf) cX.

e use a variational inequality as source condition:

DL <f7 ff) <R(f)-R (f’f) + ¢ <HF(f) —gTH;>

for all f € D(F) with 3 > 0. ¢ is assumed to fulfill

* ¢(0)=0,
* v/,

e ( concave.
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Analysis of Tikhonov regularization

deterministic convergence analysis
suppose

e the noise assumption is fulfilled with a function err > 0 and
e the variational inequality holds true.

Theorem (error decomposition)

ro rCerrex

I (2) -, = Spor () + S22 (12)

rCorrax

BDL (?o“ fT) < M + (—¢)* (_1> ’

for all @ > 0 and X € (0,1).

Fenchel conjugate:

(—=p)" (s) = sup (s7+ ¢ (7).
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Application to Impulsive Noise A simple Impulsive Noise model

A simple Impulsive Noise model
Suppose & € L (M), B(M) = Borel o-algebra of M.

Noise model

There exist two parameters €, > 0 such that

3P e BM): €l ey < & Pl <n.
T T
5 gobs |
7g]‘
—P
0 I Wl |
I (1 ‘(
757 o | o o |
| | | | | | | | |
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Application to Impulsive Noise A simple Impulsive Noise model

Estimating the error function err

1
N L SO _
ww!mmmﬁi%Jk gml err(g), g€ F(D(F)

bs
g—g°
| »

g = & ny = 1€llurqn = / [|g°™ — g| — I£]] dX+/ [|g°* — g| — ¢]] dx

M\P P
> [lg - gTHLl(M\]P’) —2:—[P|||g - gTHLOO(IP)
> [lg = &Ml =25 = 21Pl g = &'l e,
Here we used

e the first triangle inequality on M \ P and
e the second triangle inequality on P.
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Application to Impulsive Noise A simple Impulsive Noise model

Improving the bound

T2~ 21f -

Hg —&” Lo 1€l ey = Hg & |l Loo (P)

If F is smoothing and g = F (f), then Hg — gTHLOO(]P’) also decays with 7!

Smoothing assumption

M c R is a bounded Lipschitz domain and there exist
k € Ng,p € [1,¢], k > d/p such that

N

F(D(F)) ¢ W5P (M) and HF(f) — gTH < Cru DR (f, fT)

Wk.p(M)

for all f € D (F) with some Cg  p, > 0.
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Application to Impulsive Noise A simple Impulsive Noise model

Sampling inequalities

Theorem (Wendland, Rieger '05)

Let k > d/p, p € [1,0), k € N, X C M finite. For all g € WkP(M) it
holds

k—d
el < € (Hit™ lelwsoguy + maglao )
@ H. Wendland and C. Rieger

Approximate interpolation with applications to selecting smoothing parameters
Numer. Math., 101 (2005), pp. 729-748.

Theorem (Hohage, W.)
There exist constants ¢, 79 > 0 and ¢ € [0,1/2) such that

k_
€ lliee) < n 7 18l wwoqua) + 2 HgHu

for all g € WkP(M), n € (0,nm0) and P € B(M) with |P| < n
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Application to Impulsive Noise A simple Impulsive Noise model

A better estimate for err (F (f)) |

1F(£) = 8[| aqagy — 1€l

>||F (f) - &' ||L1(M)_ 5_277”’: f)—gTHLm(P)

Frank Werner Inverse Problems with Impulsive Noise

July 2nd, 2013

18 / 32



Application to Impulsive Noise A simple Impulsive Noise model

A better estimate for err (F (f)) Il

HF(f) - gObSHLl(M) - Hf”Ll(M)

2 |[F(F) = & lusquey = 25 = 20[|F (F) = 8"l e

> (1= 26) ||F (F) = 8" |y gy — 25 = 26075 [[F (F) = 8[| e

k_ 1 (&} .
||g|||_<>o(JP) <an? r |g|Wk»P(M) + n HgHLl(M) with g = F (f) — g
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Application to Impulsive Noise A simple Impulsive Noise model

A better estimate for err (F (f)) Il

HF(f) - gObSHLl(M) - HEHU(M)

2 |[F(F) = & lusquey = 25 = 20[|F (F) = 8"l e

>(1-2¢) ||F(F) — " sy — 25 — 2eimd 5 H|F(F) - &'l yrrquy

> (1-26)[|F (1) = 8"l uugy — 22 = 26 Cracpn® ™ * DR (F,F7)

”F(f) - gTHWk,p(M) < CF,k,PDg (f7 ﬁ)i
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Application to Impulsive Noise A simple Impulsive Noise model

A better estimate for err (F (f)) IV

HF( 0bb|||_1(M) Hf”L1

> ||F () —25—277HF f)

—& HLl(M) _gTHLOO(]P’)

> (1= 26) |F (F) = 8" |y gy — 25 = 26075 [|F (F) = 8[| e

>(1-26) |F ()~ &'l — 25— 2a1 Crppnd rHDE (£, 1)

IF (F) - gTHLl(M) —err (F(f))

Thus we can choose

Core = (1 — 2cz)71 and err (F(f)) =2¢+2q Cpﬁk_,p7;5_%+ng (f, f"') 2

Frank Werner Inverse Problems with Impulsive Noise July 2nd, 2013 21 /32



Application to Impulsive Noise A simple Impulsive Noise model

Recursive estimate for err (F (E))

Calculation above:

NI=

err (F (E)) =2+ 2q C,:,k,png_%HDg (?a, fT>

General convergence analysis:

BDh (?a,ff)j"(F@))H_W <_ 1 )

a Cerrav

This implies

%_i_zﬂ

err (F (E)) < Cle+ CéndTp + Cénﬁppl\/(_(’p)* <_ C:roz>
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Application to Impulsive Noise A simple Impulsive Noise model

Improved convergence analysis

% Zjoet et 1
err (F (f )) < Cie + CéT + C377” \/(_90)* (‘ CerrOé>

Insert this estimate into the general error decomposition to obtain

2dl<+2(P 1) 3 1
7 P *
(fa,fT) < le + C277 +55 (%) <—C a)

with constants C;, G > 0.
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Application to Impulsive Noise Rates of convergence

Optimal parameter choice |

2k _~_2<p71)

* -~ 7 3 1
DR (Feff) <G+ Gl 5+ 55 (-e) < )

Cerrax

Let
« 0(a) = a- ()" (-3)
o 0(a) =0 (—¢)" (-3)
If o is chosen such that

~ 2(p=1)
a ~ max {01 (e),07t <n%dk+ % ) } ,

then we obtain the convergence rate

D7€ (?a’ fT) -9 ((—90)* <_ max {9—1 (e), 51_1 (n%w)}) )

as max{e,n} \, 0.
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Application to Impulsive Noise Rates of convergence

Optimal parameter choice Il

2., 2(p-1)
* ~ d 3 * 1
D;Q (fa,fT) < Cl* + CznT +%( ©) <_C a)

If ¢ (t) =c-t" with c >0 and k € (0, 1], then

(o) (5) = Coere
e 0(a)= aﬁ and
o 0(a)=alx
7k 2(9—1))
So for a ~ max{ ,77 d P } we obtain

'Dg (Ex, er> =0 (max {657772’%(2;+2(p;1)) }>

as max{e,n} \, 0.

Frank Werner Inverse Problems with Impulsive Noise July 2nd, 2013

25 / 32



Application to Impulsive Noise Rates of convergence

Improvement of our new analysis

o Consider |P| = 73, §p = =0.

1
o’ 5\M\u»

o

e Old noise level: [|¢]|1ng) = € llrpmpy + €]y = Bt =
e Formerly known rate:

D% (f 1) = 0 ().

e Optimal choice of £ and 7 upto constants: 7 =73 and ¢ = 0.
Convergence rate:

2K

2k 2k 4 2(p=1)
o (Fu ) =0 <n§“<2dk+ : ))
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Numerical simulations
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Numerical simulations A finitely smoothing operator

Considered operator
=[0,1] and T : L2 (M) — L2 (M) defined by

1
/k y) dy, xeM
0

with kernel k (x,y) =min{x- (1 —y),y- (1 —x)},x,y € M.

e Then (Tf)"” = f for any f € L2(M) and T is 2 times smoothing
(k =2 and arbitrary p > 1).

e The smoothing Assumption is valid with any exponent
v:=2k/d+2(p—1)/p <6, we use y = 6.

e Discretization: equidistant points x; = %,m =
and composite midpoint rule

3 _ 2n—-1
ﬂ,...,Xn— n

1
(Tf) (x) :/k (x,y)f(y dnyZk(x xi) f(xi)
0
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Numerical simulations A finitely smoothing operator

Example 1
3 i
0.4 a
2| o
0.2} o
1 y
—
ts c- 978
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(a) Exact solution f* (b) Estimated index function ¢
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(c) mean convergence in X
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Numerical simulations A finitely smoothing operator

Example 2

T
1 |
05| .
— @
0 tesc- 03
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(d) Exact solution f* (e) Estimated index function ¢
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Conclusion

Presented results and future work

e Inverse Problems with Impulsive noise

e continuous model for Impulsive noise
e improved convergence rates

e numerical examples suggest order optimality

o future work: infinitely smoothing operators!

Thank you for your attention!
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